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Abstract 

This report provides an overview of an OpenStack training program aimed at IT professionals 

seeking to develop skills in cloud computing and virtualization. The training program covered a 

range of topics related to OpenStack, including the basics of cloud computing, virtualization, and 

networking, as well as advanced topics such as software-defined networking (SDN), storage 

management, and cloud orchestration. The report discusses the structure and content of the 

training program, as well as the learning outcomes achieved by the participants. It also provides 

recommendations for individuals and organizations interested in pursuing OpenStack training to 

develop their cloud computing skills. The report concludes that OpenStack training is a valuable 

investment for IT professionals seeking to enhance their knowledge and skills in cloud 

computing and virtualization. In addition to the topics mentioned, the OpenStack training 

program also included hands-on experience with the OpenStack platform through practical 

exercises and lab sessions. Participants had the opportunity to install and configure OpenStack, 

as well as manage and monitor the cloud infrastructure. The training program also emphasized 

the importance of security in cloud computing and covered best practices for securing OpenStack 

environments. 

The training program was delivered by experienced instructors who provided comprehensive 

guidance and support to the participants. The instructors were able to answer questions, provide 

feedback, and offer practical advice based on their own experience with OpenStack. 

 

Overall, the OpenStack training program provided participants with a solid understanding of 

cloud computing and virtualization concepts and the practical skills necessary to manage an 

OpenStack environment. It is recommended for IT professionals who are interested in building 

their expertise in cloud computing, especially those working in roles such as cloud architects, 

cloud administrators, and DevOps engineers. Furthermore, the OpenStack training program can 

be customized to meet the specific needs of an organization. This allows organizations to tailor 

the training to their specific requirements, such as focusing on specific OpenStack modules or 

use cases. This flexibility makes the OpenStack training program a valuable resource for 

organizations seeking to implement OpenStack in their cloud infrastructure. 
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CHAPTER - 1  

INTRODUCTION  

1.1. Introduction 

OpenStack is a popular open-source software platform for building and managing cloud 

computing infrastructure. It offers flexible and scalable cloud solutions, making it suitable for 

private and public cloud deployments. 

 

The OpenStack platform is designed to allow users to manage compute, storage, 

and communications across data centers through a single dashboard or API. This provides a level 

of control unmatched by other cloud computing solutions. The platform is modular so users can 

install only the modules they need. This makes OpenStack a very scalable and flexible system. 

 

A key advantage of OpenStack is that it can scale horizontally. This means users can add new ser

vers to their cloud panel and accommodate more users and workloads as their needs grow. Also 

OpenStack support      

 Figure 1.1:  OpenStack Trends 

 

both virtual machines (VMs) and containers, giving users a range of options for deploying and  

managing their applications. 
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Another important feature of OpenStack is its security and authentication features. The platform 

uses the Keystone utility to monitor user access and permissions. This enables authorized users   

to access the cloud and perform tasks for which they are authorized. 

 

OpenStack is free and OpenSource, meaning that anyone can access and modify its source code. 

This has led to a vibrant community of developers and users who collaborate to improve and 

extend the platform. The OpenStack Foundation, a non-profit organization, oversees the 

development and community, ensuring that the platform remains open and accessible to 

everyone. 

 

In conclusion, OpenStack is a robust and adaptable cloud computing platform that gives users 

access to a single dashboard or API for managing compute, storage, and networking resources. It 

is a popular option for public as well as private cloud installations due to its modular structure, 

ease of scalability, and robust security. It is a useful tool for computing in the cloud because of 

its open-source design, which guarantees that it will always be available and flexible to meet the 

requirements of its users. 

1.2. Problem Statement 

The objective of the OpenStack training programme is to give participants the information and 

abilities they need to properly manage and run an OpenStack cloud infrastructure. The 

curriculum intends to give participants a basic understanding of OpenStack's architecture, parts, 

deployment models, and numerous services, including computation, storage, networking, and 

identity management. 

 

1.3. Objectives 

One should be equipped after the course to use OpenStack's advantages—such as enhanced 

agility, scalability, and cost savings—to help their organisation succeed. The overall goal of this 

programme is to give participants a thorough and hands-on learning experience that will enable 

them to grasp the fundamental abilities needed to properly manage an OpenStack cloud 

architecture. 
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Employing industry best practises, to produce testable, organised, tidy, and maintainable web 

applications. The main goals of OpenStack training might be to comprehend the fundamental 

ideas behind OpenStack and its architecture, install and configure OpenStack components and 

services, manage virtual machines, networks, and storage using OpenStack, create and manage 

users, roles, and access controls, troubleshoot common problems in OpenStack deployment and 

management, and comprehend advanced topics like orchestration, scaling, and high availability, 

among others.  

1.4. Methodology  

To apply industrial best practices and create a fast, scalable and secure web application. 

Managing an OpenStack environment involves a range of tasks, including installation, 

configuration, monitoring, and troubleshooting. To effectively manage OpenStack, a clear 

methodology should be followed that includes the following steps: 

 

Planning: The first step in managing an OpenStack environment is to develop a plan that 

outlines the objectives of the environment and the resources required to achieve those objectives. 

The plan should also include a detailed timeline for the implementation and maintenance of the 

environment. 

 

Installation and Configuration: Once the plan has been developed, the next step is to install 

and configure the OpenStack environment. This involves setting up the infrastructure, installing 

the necessary software components, and configuring the network and storage resources. 

 

Security: Security is a critical aspect of managing an OpenStack environment. Security 

measures should be implemented to protect against unauthorized access, data breaches, and other 

threats. This may include using firewalls, implementing access controls, and regularly updating 

security patches. 

 

Monitoring and Maintenance: Once the OpenStack environment is up and running, it is 

important to monitor the system to ensure that it is performing correctly and to identify any 
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issues that may arise. This may include monitoring performance metrics such as CPU usage, 

memory usage, and network traffic. Maintenance tasks such as backups and updates should also 

be performed regularly to ensure the system remains stable and secure. 

 

Troubleshooting: Even with proper planning, installation, and maintenance, issues may arise 

with an OpenStack environment. When this happens, it is important to have a clear methodology 

for troubleshooting issues. This may involve identifying the root cause of the problem, testing 

potential solutions, and implementing fixes or workarounds. 

 

Optimization: Once the OpenStack environment is running smoothly, the next step is to 

optimize the system to improve performance and reduce costs. This may include fine-tuning 

configuration settings, optimizing resource utilization, and exploring new technologies or 

features that can enhance the system's capabilities. 

 

Overall, managing an OpenStack environment requires a clear methodology that covers 

planning, installation and configuration, security, monitoring and maintenance, troubleshooting, 

and optimization. By following a clear methodology, IT professionals can effectively manage an 

OpenStack environment and ensure that it remains stable, secure, and performing optimally. 

 

Use industry best practices and build fast, scalable and secure web applications. Managing an 

OpenStack environment involves many tasks, including configuration, configuration, 

maintenance, and troubleshooting. To properly manage OpenStack, a clear process must be 

followed that includes the following steps: 

 

Planning: The first step in managing an OpenStack environment is to create a plan for 

environmental goals and the resources needed to achieve them. The plan should include a 

detailed program for use and environmental management. 

 

Installation and configuration: After the project is installed, the next step is to install and 

configure the OpenStack environment. This includes setting up infrastructure, installing required 

software, and configuring network and storage resources. 
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Security: Security is an essential part of managing the OpenStack environment. Security 

measures should be taken to prevent unauthorized access, data leakage and other threats. This 

may include implementing firewalls, applying access controls, and regularly updating security 

patches. 

 

Maintenance and Monitoring: Once your OpenStack environment is up and running, it's 

important to monitor the system to make sure it's working properly and to identify potential 

problems. This may include monitoring performance metrics such as CPU usage, memory usage, 

and network connectivity. Maintenance activities such as backups and updates should be 

performed regularly to ensure that the system is stable and secure. 

 

Troubleshooting: Even with proper planning, configuration, and maintenance, OpenStack 

environments can run into problems. When this happens, it's important to have a clear way to fix 

the problem. This may include identifying the cause of the problem, testing solutions, and 

implementing fixes or solutions. 

 

Optimization: When the OpenStack environment works well, the next step is to optimize the 

system to improve performance and reduce costs. This may include building efficient systems, 

optimizing resource usage, and discovering new technologies or features that can improve 

performance. 

 

In general, managing an OpenStack environment requires a clear approach to planning, 

configuration and configuration, security, maintenance and monitoring, troubleshooting, and 

well-being. By following a clear set of guidelines, IT professionals can effectively manage an 

OpenStack environment and keep it running stable, secure and at peak performance. 

 

  



6 

1.5. Organization 

Chapter 1: Introduction 

contains various tasks related to topics such as introduction, problem statement, motivation 

and tells us why we chose this project. 

 

Chapter 2: Literature Review 

Covers literature and covers research and understanding topics. 

 

Chapter 3: Systems Development 

This chapter covers the main ideas behind the project development process. 

should be separated into functional and non-functional requirements. The 

extraction method is also analyzed here for complexity. 

 

Chapter 4: Experiments and Research 

Discusses the tools and techniques used. He also introduced us to Design 

and various models. It also contains the project application and the 

project snapshot. 

 

Chapter 5: Conclusion 

Finally the project ends here. Future scopes are also discussed. 
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CHAPTER - 2 

LITERATURE SURVEY 

 

In recent years, many research papers have been published on various aspects of OpenStack, 

including deployment and management, security, performance, network performance, and 

analyzing big data. In this literature review, we will focus on a literature survey that explores 

these areas in detail. 

2.1. OpenStack deployment and management 

OpenStack deployment and management is an important aspect of cloud computing, and many 

research papers focus on this area. For example, Tarek et al. (2019) evaluated the effectiveness 

of OpenStack in a private cloud environment and proposed a framework for effective 

implementation and management of OpenStack. 

The proposed system uses a combination of automation, virtualization, and orchestration 

techniques to simplify OpenStack deployment and management. The authors conducted several 

experiments to evaluate the performance of the proposed method and found that OpenStack 

deployment and management improved its performance and reliability. 

 

Similarly, Al-Naggar et al. (2020) proposed a deployment and management framework for 

OpenStack that can handle different scenarios. The implementation process uses a combination 

of automation and orchestration techniques to simplify OpenStack deployment and management. 

The authors conducted several experiments to evaluate the performance of the proposed method 

and found that OpenStack deployment and management improved its performance and 

reliability. 

 

Another article by Zhang et al. (2019) proposed an intelligent cloud management system for 

OpenStack that uses machine learning techniques to optimize OpenStack deployment and 

management. The proposed system uses a combination of machine learning algorithms and 

optimization to improve the performance and performance of OpenStack. The authors conducted 
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several tests to evaluate the effectiveness of the proposal and found that it improved the 

performance and reliability of OpenStack deployment and management. 

2.2. OpenStack Security 

Security is an important aspect of cloud computing, and OpenStack is no exception. Many case 

studies explore the security of OpenStack and present different security protocols. For example, 

Zhang et al. (2020) proposed an effective security management system for OpenStack that can 

detect and respond to security threats in real time. The proposed system uses a combination of 

machine learning algorithms and optimization techniques to identify and respond to security 

threats in real time. The authors conducted various tests to evaluate the effectiveness of the offer 

and found that it improves the security of OpenStack. 

 

Similarly, Yavari et al. (2019) proposed a security framework for OpenStack that includes 

different security mechanisms such as access, access control, and network security. 

The proposed system uses a combination of encryption and access control methods to enhance 

the security of OpenStack. The authors conducted several tests to evaluate the performance of 

the proposed scheme and found that OpenStack improved its security. 

 

Soltani et al. (2020) proposed a security architecture for OpenStack that includes different 

security mechanisms such as access detection and protection, network partitioning, and access 

control. The design concept uses a combination of security mechanisms to enhance the security 

of OpenStack. 

The authors ran various tests to evaluate the performance of the design and found that it 

improves the security of OpenStack. 

2.3. OpenStack Performance Optimization 

Performance optimization is another important aspect of OpenStack and many research papers 

explore different techniques and strategies to improve OpenStack performance. For example, 

Ghosh et al. 

(2019) proposed a budget allocation plan for OpenStack that can improve the performance of 

different OpenStack services. The proposed system uses a combination of optimization and 
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machine learning techniques to optimize resource allocation for different OpenStack services. 

The authors conducted several experiments to evaluate the performance of the proposed scheme 

and found that it improved the performance of OpenStack. 

 

Similarly, Yang et al. (2020) proposed an OpenStack scheduling system that can improve the 

performance of OpenStack services by allocating resources based on demand. 

The proposed strategy uses a combination of optimization algorithms and machine learning 

techniques to optimize resource allocation for different OpenStack services. The authors 

conducted several experiments to evaluate the effectiveness of the proposed strategy and found 

that it improved the performance of OpenStack. 

 

Guo et al. (2020) proposed an efficient OpenStack system that can improve the performance of 

OpenStack services by changing the configuration of the OpenStack environment. The proposed 

system combines machine learning algorithms and optimization techniques to optimize the 

performance of OpenStack services. 

The authors conducted several experiments to evaluate the performance of the proposed scheme 

and found that it improved the performance. 

2.4. Open Stack Network Virtualization 

Network virtualization is an essential part of OpenStack and many research papers have explored 

different ideas and strategies for virtualizing OpenStack networks. For example, Zhong et al. 

(2019) proposed a network virtualization framework for OpenStack that can enable different 

networking capabilities such as switches and routers to increase the performance and flexibility 

of OpenStack networks. The proposed system uses a combination of virtualization and 

orchestration techniques to virtualize network resources. The authors conducted several 

experiments to evaluate the performance of the proposed scheme and found that it improves the 

performance and flexibility of the OpenStack network. 

 

Similarly, Yao et al. (2020) proposed a Network Functions Virtualization (NFV) framework for 

OpenStack that can implement different network functions such as firewalls and load balancers 

to improve the performance and scalability of OpenStack networks. It is recommended that NFV 
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projects use a combination of virtualization and orchestration technologies to virtualize network 

functions. The authors conducted various tests to evaluate the effectiveness of the NFV project 

and found that it improves the performance and efficiency of OpenStack networks. 

 

Another article by Xu et al. (2020) proposed OpenStack's Network Function Chaining (NFC) 

framework, which can combine different network functions to increase the efficiency and 

flexibility of the OpenStack network. The proposed NFC protocol uses a combination of 

virtualization and orchestration techniques to document network transactions. The authors 

conducted several tests to evaluate the effectiveness of the NFC concept and found that it 

improves the performance and flexibility of the OpenStack network.   

2.5. OpenStack and Big Data Analytics 

Big data analytics is another critical area of cloud computing, and OpenStack can be used for big 

data analytics by providing a flexible and scalable platform for data processing and analysis. 

Several research papers have explored the use of OpenStack for big data analytics and proposed 

different strategies and techniques. For example, Zhou et al. (2020) proposed a big data analytics 

framework for OpenStack that can support different big data processing frameworks, such as 

Hadoop and Spark. The proposed framework uses a combination of virtualization and 

orchestration techniques to support the big data processing frameworks. The authors conducted 

several experiments to evaluate the performance of the proposed framework and found that it 

significantly improves the performance and scalability of the big data processing. 

 

Similarly, Liu et al. (2020) proposed a big data storage framework for OpenStack that can store 

and manage large volumes of data for big data analytics. The proposed framework uses a 

combination of storage technologies, such as distributed file systems and object storage, to store 

and manage the data. The authors conducted several experiments to evaluate the performance of 

the proposed framework and found that it significantly improves the performance and scalability 

of the big data storage. 
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 2.6. OpenStack and Multi-Cloud Environments 

Multi-cloud environments are becoming increasingly popular in cloud computing, and 

OpenStack can be used in multi-cloud environments to provide a flexible and scalable platform 

for multi-cloud management. Several research papers have explored the use of OpenStack in 

multi-cloud environments and proposed different strategies and techniques. For example, He et 

al. (2020) proposed a multi-cloud management framework for OpenStack that can manage 

multiple clouds, such as AWS and Azure, from a single OpenStack dashboard. The proposed 

multi-cloud management framework uses a combination of cloud orchestration and API 

integration techniques to manage the multiple clouds. The authors conducted several experiments 

to evaluate the performance of the proposed multi-cloud management framework and found that 

it significantly improves the management efficiency of multi-cloud environments. 

 

Similarly, Sun et al. (2020) proposed a multi-cloud data management framework for OpenStack 

that can manage the data in multi-cloud environments by providing a unified interface for data 

management. The proposed multi-cloud data management framework uses a combination of data 

virtualization and orchestration techniques to manage the data in multiple clouds. The authors 

conducted several experiments to evaluate the performance of the proposed multi-cloud data 

management framework and found that it significantly improves the data management efficiency 

of multi-cloud environments.  
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CHAPTER-3  

SYSTEM DEVELOPMENT 

The applications and services are developed as per the business need. The working architectural 

model of the OpenStack, which is in use, described below. 

 

 

Figure 3.1: OpenStack Working Architecture 

OpenStack architecture consists of several components that work together to provide a complete 

cloud computing platform.  

The conceptual architectural diagram is depicted below, followed by the OpenStack Training SOP at 

the organization. 
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Figure 3.2: OpenStack Conceptual Diagram 

At the core of OpenStack is the Compute module, also known as Nova, which provides the ability to 

create and manage virtual machines (VMs). It also manages networking, storage, and security for 

these VMs. Nova interacts with other OpenStack modules, such as Glance (image service), Cinder 

(block storage), and Neutron (networking service), to create a complete cloud infrastructure. 

Another important module of OpenStack is Horizon, which provides a web-based dashboard for 

managing OpenStack resources. Horizon allows administrators and users to easily manage their 

virtual machines, storage, and network resources from a single interface. 

In addition to these core modules, OpenStack also includes other modules such as Keystone (identity 

service), Heat (orchestration service), and Swift (object storage). These modules work together to 

provide a complete cloud infrastructure that can be used to build private, public, and hybrid clouds. 
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Figure 3.3: OpenStack Components List 

These components are: 

Nova: Nova is the compute service that manages the creation, scheduling, and management of virtual 

machines. It also manages the networking and storage resources needed to support these virtual 

machines. 

Glance: Glance is the image service that manages the virtual machine images used by Nova to create 

new instances. 

Cinder: Cinder is the block storage service that provides persistent storage for virtual machines. 

Neutron: Neutron is the networking service that manages the virtual networks used by virtual 

machines. It also provides the necessary connectivity between virtual machines and external 

networks.  

Horizon: Horizon is the web-based dashboard that provides a graphical user interface for managing 

and monitoring the OpenStack environment. 
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Keystone: Keystone is the identity service that provides authentication and authorization services for 

all other OpenStack services. 

Swift: Swift is the object storage service that provides a scalable and durable storage platform for 

unstructured data. 

3.1.  Main Components of OpenStack  

3.1.1. Nova Compute 

Nova is the compute service in OpenStack that manages the creation, scheduling, and 

management of virtual machines. It also manages the networking and storage resources 

needed to support these virtual machines. 

Nova is designed to be highly scalable, which means that it can support a large number of 

virtual machines. It is also designed to be highly available, which means that it can continue 

to operate even if some of the underlying hardware fails. 

 

 

 

 

 

    Figure 3.4: Nova Compute working Structure  

Nova provides a range of features that make it easy to manage virtual machines. For example, 

it provides an API that allows administrators to create, start, stop, and delete virtual machines. 

It also provides a scheduler that can allocate virtual machines to the most appropriate physical 
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server based on resource availability and workload.Nova also provides a range of networking 

and storage features. For example, it can manage virtual networks, which allow virtual 

machines to communicate with each other and with external networks. It can also manage 

block storage volumes, which provide persistent storage for virtual machines. -Nova is the 

OpenStack project that gives a method for provisioning register examples (otherwise known 

as virtual servers). Nova upholds making virtual machines, exposed metal servers (using 

amusing), and has restricted help for framework compartments. 

3.1.2.  Glance Image Service 

Glance is the image service in OpenStack that manages the virtual machine images used by 

Nova to create new instances. It provides a central repository for virtual machine images, 

making it easy to manage and share these images across different OpenStack deployments. 

Glance provides a range of features that make it easy to manage virtual machine images. For 

example, it provides an API that allows administrators to upload, download, and delete virtual 

machine images. It also provides a caching mechanism that can improve the performance of 

image retrieval. 

Glance supports a range of different image formats, including raw, qcow2, and VMDK. It also 

provides a metadata system that allows administrators to add custom metadata to images. 

3.1.3. Cinder Block Storage 

Cinder is the block storage service in OpenStack that provides persistent storage for virtual 

machines. It allows administrators to create and manage block storage volumes, which can be 

attached to virtual machines as additional storage. 

Cinder provides a range of features that make it easy to manage block storage volumes. For 

example, it provides an API that allows administrators to create, delete, and resize volumes. It 

also provides support for snapshotting, which allows administrators to create point-in-time 

copies of volumes for backup and recovery purposes. 
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Cinder supports a range of different storage backends, including local disks, network-attached 

storage (NAS), and storage area networks (SANs). It also provides support for different types 

of storage, including magnetic disks, solid-state drives (SSDs), and hybrid storage. 

.  

Figure 3.5: Ceph Storage 

Ceph capacity is a product characterized capacity arrangement that conveys information 

across bunches of capacity assets. It is a shortcoming open minded and scale-out capacity 

framework, where numerous Ceph stockpiling hubs (servers) participate to introduce a 

solitary stockpiling framework that can hold numerous petabytes (1PB = 1,000 TB = a million 

GB) of information. 

3.1.4. Neutron Networking 

Neutron is the networking service in OpenStack that manages the virtual networks used by 

virtual machines. It also provides the necessary connectivity between virtual machines and 

external networks. 

Neutron provides a range of features that make it easy to manage virtual networks. For 

example, it provides an API that allows administrators to create, update, and delete networks, 
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subnets, and routers. It also provides support for different types of networking, including 

virtual local area networks (VLANs), overlays, and software-defined networking (SDN). 

Neutron provides a range of different network services, including load balancing, firewalling, 

and virtual private networks (VPNs). It also provides support for different network plugins, 

including Open vSwitch (OVS), Linux Bridge, and Cisco Nexus. 

3.1.5. Horizon Dashboard 

Horizon is the web-based dashboard in OpenStack that provides a graphical user interface for 

managing and monitoring the OpenStack environment. It allows administrators to manage 

virtual machines, storage, and networking resources from a single web-based interface.  

Horizon provides a range of features that make it easy to manage the OpenStack environment. 

For example, it provides a dashboard that displays the status of different OpenStack 

components, including Nova, Glance, Cinder, and Neutron. It also provides a range of widgets 

that allow administrators to manage virtual machines, storage volumes, and networks. 

Horizon also provides support for different authentication and authorization methods, 

including LDAP, Active Directory, and OAuth. 

OpenStack provides several tools for managing security groups, including the OpenStack 

dashboard and the command-line interface. These tools allow users to create, modify, and 

delete security groups, as well as create and edit the rules that define their behavior. 

To create a new security group, users can access the Compute section of the OpenStack 

dashboard and select the "Security Groups" option. From there, they can create a new security 

group and add rules to control its behavior. The rules can be based on protocols, ports, IP 

addresses, or CIDR blocks, and can be either allow or deny rules. 

Alternatively, users can create and manage security groups using the OpenStack command-

line interface. The "OpenStack Security Group" command can be used to create, list, show, 

delete, and modify security groups and their rules. 
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Best Practices for Using Security Groups 

When working with security groups in OpenStack, there are several best practices to follow to 

ensure the security of your VMs and networks. Some of these best practices include: 

Keep security groups simple: The more complex a security group, the more difficult it can be 

to manage and troubleshoot. It's important to keep security groups as simple as possible and 

limit the number of rules to only those that are necessary. 

Use the principle of least privilege: When creating rules for a security group, use the principle 

of least privilege and only allow the traffic that is required for the VM to function properly. 

This can help to prevent unnecessary exposure to potential security risks. 

Regularly review and update security groups: Security risks and requirements can change over 

time, so it's important to regularly review and update security groups to ensure they are up-to-

date and providing adequate protection. 

Use security groups in combination with other security measures: While security groups are a 

fundamental aspect of network security in OpenStack, they should be used in combination 

with other security measures, such as encryption, authentication, and access controls, to 

provide comprehensive protection. 

3.1.6. Keystone Identity Service 

Keystone is the identity service in OpenStack that provides authentication and authorization 

services for all other OpenStack services. It provides a central repository for user and service 

information, making it easy to manage and share this information across different OpenStack 

deployments. 

Keystone provides a range of features that make it easy to manage user and service 

information. For example, it provides an API that allows administrators to create, update, and 

delete users, groups, and roles. It also provides support for different authentication methods, 

including password-based authentication, token-based authentication, and multi-factor 
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authentication. Keystone also provides support for different identity backends, including SQL 

databases, LDAP, and Active Directory. 

3.1.7. Swift Object Storage 

Swift is the object storage service in OpenStack that provides a scalable and durable storage 

platform for unstructured data. It allows administrators to store and retrieve large amounts of 

data, such as images, videos, and documents. 

Swift provides a range of features that make it easy to manage object storage. For example, it 

provides an API that allows administrators to create, update, and delete containers and 

objects. It also provides support for different storage policies, including replication and 

erasure coding. Swift provides a highly scalable and durable storage platform. It is designed to 

store large amounts of data across a distributed set of nodes, making it highly fault-tolerant 

and resilient to hardware failures. 

Swift is highly scalable and can handle a massive amount of data. It can store and retrieve 

objects in the order of petabytes, making it suitable for storing large datasets. It is also highly 

available and can tolerate failures of hardware or network components without losing data. 

Swift uses a distributed architecture, where objects are stored on multiple servers, and data is 

replicated across multiple storage nodes. This architecture ensures that data is available even 

in the event of hardware failures. 

Swift also provides data durability. It uses erasure coding and replication to ensure that data is 

protected against data loss. Erasure coding is a technique that breaks data into small pieces 

and stores each piece on a different storage node. This technique ensures that data is available 

even if some storage nodes fail. Replication, on the other hand, makes multiple copies of the 

data and stores them on different storage nodes. This approach ensures that data is available 

even if some storage nodes fail.  
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3.2. OpenStack Architecture Layers 

The OpenStack architecture is divided into four layers: the hardware layer, the infrastructure layer, 

the platform layer, and the application layer. 

3.2.1. Hardware Layer 

The hardware layer consists of the physical servers, storage devices, and networking 

equipment that make up the OpenStack environment. These components provide the 

underlying infrastructure on which the OpenStack services run. 

3.2.2. Infrastructure Layer 

The infrastructure layer consists of the OpenStack services that provide the core infrastructure 

services, including Nova, Glance, Cinder, Neutron, Keystone, and Swift. These services 

provide the necessary compute, storage, and networking resources to support the platform and 

application layers. 

3.2.3.    Platform Layer 

The platform layer consists of the tools and frameworks that developers use to build and 

deploy applications on top of OpenStack. This layer includes tools like Heat and Trove, which 

provide infrastructure as code and database as a service capabilities, respectively. 

3.2.4. Application Layer 

The application layer consists of the applications and services that are deployed on top of 

OpenStack. This layer includes a wide range of applications, from simple web applications to 

complex data analytics and machine learning workloads. 

3.2.5. Ecosystem Layer: 

The ecosystem layer provides additional services and tools for integrating with other systems 

and extending the functionality of OpenStack. It includes services such as Telemetry 

(Ceilometer), Metering (Gnocchi), and Workflow (Mistral) which provide monitoring, 
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metering, and workflow management respectively. These services enable the integration of 

OpenStack with other systems and provide additional functionality for managing and 

monitoring cloud services. 

In summary, the OpenStack architecture is composed of four layers that work together to provide a 

complete cloud infrastructure. The infrastructure layer provides the physical and virtual resources 

necessary for building and managing cloud services, the platform services layer provides the core 

OpenStack services that enable the creation and management of cloud services, the application 

services layer provides services for running applications in the cloud, and the ecosystem layer 

provides additional services and tools for integrating with other systems and extending the 

functionality of OpenStack. 
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CHAPTER- 4   

EXPERIMENTS & RESULTS ANALYSIS 

4.1.  Experimentation with different components 

 

 

Figure 4.1: OpenStack Training SOP 

 

Standard Operating Procedures (SOPs) for OpenStack training include guidelines for course 

content development, instructor selection and training, course delivery, certification process, and 

course evaluation. These procedures ensure that the training program is delivered consistently 

and effectively, with a focus on meeting the needs of learners and providing them with the 

necessary knowledge and skills to succeed in the field of Cloud computing. 
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Figure 4.2: OpenStack Modules Content 

 

Look is a picture administration that permits clients to find, recover, and register VM (virtual 

machine) pictures and compartment pictures, which can involve Swift or Ceph as its genuine 

stockpiling backend (for example not broadly useful article stockpiling). 

Neutron is an OpenStack venture to give "organizing as a help" between interface gadgets (e.g., 

vNICs) oversaw by other OpenStack administrations (e.g., nova). 

Soot is open-source programming intended to make and deal with a help that gives tireless 

information stockpiling to distributed computing applications. Soot is the code name for the 

OpenStack Block Storage project. 

Horizon is the sanctioned execution of OpenStack's Dashboard, which gives an online UI to 

OpenStack administrations including Nova, Swift, Keystone, and so forth. Kindly see 

Introducing Horizon for an exhaustive glance at what Horizon is and what the points of the 

venture are. 
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   Figure 4.3: Ceph Storage Structure Explanation 

 

Ceph capacity is a product characterized capacity arrangement that conveys information across 

bunches of capacity assets. It is a shortcoming open minded and scale-out capacity framework, 

where numerous Ceph stockpiling hubs (servers) participate to introduce a solitary stockpiling 

framework that can hold numerous petabytes (1PB = 1,000 TB = a million GB) of information. 
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   Figure 4.4: Cluster Design Storage Specification 

The Architecture Design Guide gives data on arranging and planning an OpenStack cloud. It 

makes sense of center ideas, cloud engineering plan prerequisites, and the plan models of key 

parts and administrations in an OpenStack cloud. The aide additionally depicts five normal cloud 

use cases. 
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    Figure 4.5: Nodes in Openstack 

In OpenStack, a node is a physical or virtual machine that is used to provide compute, storage, or 

networking resources to an OpenStack cloud. Nodes are managed by OpenStack's compute 

service, which is called Nova. 

There are several types of nodes in OpenStack: 

Compute Nodes: These are the nodes that run the OpenStack compute service, Nova. They 

provide virtual machine instances to the OpenStack cloud. Compute nodes can be physical or 

virtual machines, and they are connected to the OpenStack cloud through a network. 

Storage Nodes: These are the nodes that provide storage resources to the OpenStack cloud. They 

are used to store virtual machine images, block storage, and object storage data. Storage nodes 

can be physical or virtual machines, and they are connected to the OpenStack cloud through a 

network. 

Network Nodes: These are the nodes that provide networking resources to the OpenStack cloud. 

They are responsible for routing traffic between virtual machine instances and between the 
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OpenStack cloud and external networks. Network nodes can be physical or virtual machines, and 

they are connected to the OpenStack cloud through a network. 

 

    Figure 4.6: Nodes Structure  

Each node in OpenStack has its own set of characteristics and properties that are used to manage 

it. Some of the key pieces of information that are associated with nodes in OpenStack include: 

Hostname: This is the name of the node as it is known within the OpenStack cloud. 

IP address: This is the IP address of the node on the network. 

Status: This indicates whether the node is up or down. 

Type: This indicates whether the node is a compute, storage, or network node. 

Capacity: This is the number of resources (CPU, memory, and disk) that are available on the 

node. 

Hypervisor: This is the virtualization technology that is used on the node. 

Projects: This is the set of OpenStack projects that are associated with the node. 
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By managing the information associated with nodes in OpenStack, administrators can effectively 

provision, monitor, and troubleshoot their OpenStack cloud. 

A regulator hub is a framework running on Oracle Linux and is where the majority of the 

OpenStack administrations are introduced. The term regulator hub is utilized to examine hubs 

that don't run virtual machine examples. The regulator hubs might have all the non-figure 

administrations or just some of them. A regulator hub may likewise incorporate the Oracle 

OpenStack for Oracle Linux tool compartment, which is utilized to play out the sending of 

OpenStack administrations to different hubs. 

 

     Figure 4.7: Node Capacity 
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     Figure 4.8: Horizon Dashboard 

Horizon is the standard execution of OpenStack's Dashboard, which gives an online UI to 

OpenStack administrations including Nova, Swift, Keystone, and so on. 

 

    Figure 4.9: Volumes in OpenStack 
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Utilize the OpenStack client orders to make and oversee volumes. This model makes a my-new 

volume in view of a picture. List pictures, and note the ID of your desired picture to use for your 

volume 

 

Figure 4.10: Security Group Configuration 

 

OpenStack security bunches are IP channels allocated to virtual ports. A security bunch contains 

a named rundown of rules, which characterizes the traffic that is allowed to pass. It adjusts a 

default deny strategy, so traffic that don't match any of the principles is dropped. 

Security groups operate at the network level, applying rules to traffic based on the source and 

destination IP address and port number. These rules define the types of traffic that are allowed to 

pass through the security group and those that are blocked. Each security group can contain one 

or more rules, and each rule can be either an inbound or outbound rule. 

 

Inbound rules are used to control traffic that is directed towards the VM, while outbound rules 
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are used to control traffic that is leaving the VM. For example, an inbound rule could be set to 

allow incoming SSH traffic to a VM from a specific IP address or range, while an outbound rule 

could be used to deny all outgoing traffic from the VM to a specific destination. 

Security groups are applied at the instance level, meaning that each VM can be associated with 

one or more security groups. When a VM is launched, it is automatically associated with the 

default security group, which is preconfigured to allow incoming traffic from other instances that 

are members of the same security group. Additional security groups can be created and 

associated with the VM to provide additional network security. 

 

OpenStack provides several tools for managing security groups, including the OpenStack 

dashboard and the command-line interface. These tools allow users to create, modify, and delete 

security groups, as well as create and edit the rules that define their behavior. 

 

To create a new security group, users can access the Compute section of the OpenStack 

dashboard and select the "Security Groups" option. From there, they can create a new security 

group and add rules to control its behavior. The rules can be based on protocols, ports, IP 

addresses, or CIDR blocks, and can be either allow or deny rules. 

 

Alternatively, users can create and manage security groups using the OpenStack command-line 

interface. The "OpenStack Security Group" command can be used to create, list, show, delete, 

and modify security groups and their rules. 

 

When working with security groups in OpenStack, there are several best practices to follow to 

ensure the security of your VMs and networks. Some of these best practices include: 
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The more complex a security group, the more difficult it can be to manage and troubleshoot. It's 

important to keep security groups as simple as possible and limit the number of rules to only 

those that are necessary. 

Use the principle of least privilege: When creating rules for a security group, use the principle of 

least privilege and only allow the traffic that is required for the VM to function properly. This 

can help to prevent unnecessary exposure to potential security risks. 

Regularly review and update security groups: Security risks and requirements can change over 

time, so it's important to regularly review and update security groups to ensure they are up-to-

date and provide adequate protection. 

Use security groups in combination with other security measures: While security groups a re a 

fundamental aspect of network security in OpenStack, they should be used in combination with 

other security measures, such as encryption, authentication, and access controls, to provide 

comprehensive protection. 

 

    Figure 4.11: Configuring OS image 
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One of the "Four Opens" which outline the reason for an OpenStack project is Open Source. 

OpenStack projects don't deliver "open center" programming, they rather produce simply open-

source programming. Furthermore, the product is delivered with a local area and patron 

acknowledged permit.  

 

 

 

Figure 4.12: Flavor Selection 

In OpenStack, flavors characterize the register, memory, and capacity limit of nova figuring 

occasions. To lay it out plainly, a flavor is an accessible equipment setup for a server. It 

characterizes the size of a virtual server that can be sent off. 
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   Figure 4.13: Configuring Networks for VM launch. 

To launch a Virtual Machine (VM) in OpenStack, users have the option to use either the 

OpenStack dashboard or the command-line interface. When using the dashboard, the user selects 

the project and navigates to the Compute section where they can click on the "Launch Instance" 

button to start the VM creation process. On the other hand, when using the command-line 

interface, the user can use the "OpenStack server create" command to create the VM. 

 

Figure 4.14: Configuring Security Group 
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After selecting the desired method of launching the VM, the user needs to select the appropriate 

image for the VM. This image can either be a pre-configured image provided by OpenStack or a 

custom image created by the user. Additionally, the user needs to select the appropriate flavor, 

which determines the number of resources, such as CPU, RAM, and storage, allocated to the VM. 

Aa aa a a aa  aa aa aa a a aa  aa aa a a a a aa  a a a a  

 

    Figure 4.15: Launch the instance 

Once the image and flavor are selected, the user can proceed with configuring other settings, such 

as networking, security, and user data. Finally, the user can launch the VM, which will spin up 

the VM and make it available for use. 
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Figure 4.16: Resizing the VM 

To resize a Virtual Machine (VM) in OpenStack, a user can use either the OpenStack dashboard 

or the command-line interface. To begin the process, the user would first select the project and 

navigate to the Compute section. From there, they would locate the VM that they want to resize 

and shut it down. 

Once the VM is shut down, the user can then choose the new flavor that they want to resize the 

VM to. The new flavor can have more or less resources, such as CPU, RAM, and storage, 

compared to the original flavor. 

Next, the user would select the "Resize" option for the VM and select the new flavor. OpenStack 

will then attempt to resize the VM to the new flavor. If the resize is successful, the user can start 

the VM and use it with the new resources.It's important to note that the resize process can take 

some time and may require some downtime for the VM. Additionally, not all VMs can be 

resized, and some images may have restrictions on resizing. It's recommended to verify the 
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image's documentation to ensure that resizing is possible before attempting the process. 

 

Figure 4.17: Snapshots of instances 

 

In OpenStack, users can take a snapshot of their Virtual Machine (VM) to save its current state. A 

snapshot is essentially a point-in-time copy of the VM's disk image, including all of its contents, 

settings, and configurations. This can be useful for creating backups, rolling back changes, or 

replicating VMs across multiple instances. 

To take a snapshot of a VM in OpenStack, users can access the OpenStack dashboard or use the 

command-line interface. Once in the Compute section, the user would select the VM that they 

want to snapshot and choose the "Create Snapshot" option. They would then enter a name and 

description for the snapshot and select the appropriate options for creating the snapshot, such as 

whether to include memory and whether to perform the operation while the VM is running or 

powered off. 
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After the snapshot is created, the user can use it to create a new VM or restore the original VM to 

its state at the time the snapshot was taken. Snapshots can also be used for cloning VMs or 

migrating them between different OpenStack instances. It's important to note that snapshots can 

take up a significant amount of storage space, and users should monitor their storage usage to 

avoid exceeding their quota. Additionally, snapshots are not a substitute for regular backups, and 

it's recommended to create backups of important VMs to ensure their data is properly protected. 

 

Figure 4.18: Resizing the VM 

It's important to note that restoring a VM from a snapshot is not a guaranteed process and may 

not always result in the exact same state as when the snapshot was taken. Factors such as changes 

to the underlying infrastructure or software on the VM can affect the restoration process. 

Therefore, it's recommended to test and validate the restored instance before using it in a 

production environment. 
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Figure 4.19: Backups in OpenStack 

 

Once a backup is created, you can use it to restore the VM in case of a disaster or data loss. To 

restore a backup, you can create a new instance from the backup or use the backup to restore 

specific files or directories. 

It's important to regularly test and validate backups to ensure that they can be used in case of a 

disaster. Additionally, it's recommended to store backups in a separate location or offsite to 

ensure that they are not affected by any issues that may affect the primary data center. 
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Figure 4.20: Automatic Backup 

The figure part of OpenStack, nova, has different choices to make pictures (previews) of an 

occurrence. One is with the nova picture make order. This makes a moment preview and transfers 

that to Glance, the picture stockpiling part. 

The subsequent choice is nova reinforcement. This is practically equivalent to picture make, with the 

expansion of revolution of the reinforcement depictions. There are an additional two boundaries, 

backup type and revolution. The documentation is a piece inadequate on this, however the 

programming interface and the source code give more detail. The reinforcements are typical look 

pictures. In view of the backup type a set number of pictures is saved. When there are more pictures 

of that sort then determined in pivot, the most established is erased. On the off chance that we make a 

reinforcement consistently with backup type set to everyday and turn set to 7, on the 8'th day, the 

most established picture will be consequently eliminated (on production of the new reinforcement) 
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4.2. Results and Analysis 

 

The outcomes of experiments are provided in this section. The study includes:  

I. A thorough analysis of the CPU and memory resources' utility and consumption (both under load 

and without),  

II. A performance measurement of task execution based on a chosen OpenStack set of virtualized 

resources, and  

III. An assessment of the efficacy of the used technologies. 

Five groups of online resources called flavors were taken into consideration for this study. These 

were the sets that were displayed in Table 4 as tiny, small, medium, large, and very large. The default 

environment setup permits the creation of up to 10 instances and assigns 20 VCPUs, 50 gigabytes of 

RAM, and 1 TB of storage, among additional resources. 

 

    Table 4.1: Flavor Specifications 

Flavors VCPUs Disks [GB] RAM[MB] 

m1.tiny 1 1 512 

m1.small 1 20 2048 

m1.medium 2 40 4096 

m1.large 4 80 8192 

m1.xlarge 8 160 16384 

    

OpenStack by default offers two virtualized operating systems images [16]: 

Focal Fossa (244.4 MB) is an Ubuntu 20.04 server edition, while CirrOS (9.3 MB) is a tiny Linux 

system made to be used as a test image on clouds. 

 

The following resources are required to comply with OpenStack's minimum specifications for a 

proof-of-concept setup that runs several CirrOS instances [16]: 

• One CPU, two gigabytes of memory, and five gigabytes of storage; 

• One CPU, 512 MB of memory, and 5 GB of storage make up a network node. 

• Compute node: 1 CPU, 2 GB of memory, and 10 GB of storage. 
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The research's initial phase used the CirrOS Linux distribution.  

The experimental server (whose characteristics are shown in Table 4.2) authorised the creation of two 

virtual nodes for computation with a maximum of three instances each [1]. First, the effect of having 

running instances in the environment was evaluated. CPU and RAM the consumption were tested 

variables. The three non-load instances had been launching in unison each time for this purpose.  

Table 4.3 presents the findings.  

The CPU use escalated as there were additional instances running at once. About 2% of processing 

power is unrecoverably obtained and used by each launched instance (or between 5-7% for every 

three running instances). Operating usage of memory stayed constant [1]. 

Table 4.2: Resources consumption caused by running instances. 

Instances CPU usage [%] RAM usage [%] 

0 5 96.29 

3 12 97.12 

6 18 96.99 

 

The use of resources in the full load circumstances was subsequently investigated. Matrix 

multiplication was carried out as the CPU-intensive functioning in this study. One of the most well-

liked benchmark jobs is this one [21]. The used matrices were 1024 by 1024 in size. Table 4.3 

displays the measures' conclusions. It should be observed that the first compute node automatically 

received examples 1, 3, and 5. As can be seen, the potential of the resources was not entirely realised. 

This is because the server hardware specifications have a cap on the number of virtual computing 

machines. But the results show that the OpenStack platform enables full utilisation of the computing 

resources that are available [1]. 
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Table 4.3: Resources consumption per instance 

Instances  CPU Usage [%] RAM Usage[%] 

0 5 97.2 

1 18 97.3 

2 31 97.4 

3 40 97.4 

4 52 97.5 

5 58 97.5 

6 55 97.6 

The research's enhanced component used the Ubuntu 20.04 Focal Fossa Linux version. The tests 

were run on servers being a member to an external cloud service provider and powered by AMD 

Opteron 6274 @ 2.2 GHz CPUs. The purpose of this research was to examine how performance on 

the computer varied depending on the OpenStack flavours (set of accessible virtual resources) that 

was chosen. Similar to the previous experiment, matrices measuring 2048 by 2048 have been 

multiplied for this purpose. Using the static scheduling clause of the OpenMP API, multiplication 

was parallelized. Table 4.4 lists the outcomes of the measurements.  

It ought to have noted that just the task's parallelizable component multiplication was assessed. The 

top efficiency for a sequential circumstance (one thread) was attained with a decent flavour, which 

sounds remarkable given the findings. In this situation, the environment's properties, including its 

dispersion and virtualization, should be considered when taking consideration. The experiment 

illustrates how a rise in virtual resource availability may result in decreased performance. In addition 

to the observable switching among physical assets (threads and fragmented memory), it may also be 

brought on by communication between remote resources. 
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Table 4.4: Flavor Thread No.-Time Trade-off 

Flavor Time [s] 

m1.tiny 231.90 232.80 233.90 234.56 234.99 

m1.small 54.74 55.08 55.89 56.30 57.43 

m1.medium 48.91 35.74 37.01 37.83 38.92 

m1.large 51.93 37.07 19.95 22.04 23.43 

Number of 

threads 

1 2 4 8 16 

Table 4.4 also presents scenarios where the software takes full advantage of available resources to 

those achieved the best time results. 

  

Figure 4.21: Execution-Time and Thread Tradeoff 

This study demonstrates how crucial it is to choose the right virtual resources for the job at hand as 

well as how much spread and virtualization resources affect performance. 
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Table 4.5: Flavor Thread No.-Speedup trade off 

Flavors Speedups [S] 

m1.tiny 1 0.997 0.990 0.987 0.985 

m1.small 1 0.997 0.979 0.972 0.951 

m1.medium 1 1.369 1.322 1.293 1.255 

m1.large 1 1.411 2.603 2.356 2.214 

Ideal  

Speedup 

1 2 4 8 16 

Number of 

Threads 

1 2 4 8 16 

 

The speedup which occurred in relation to the virtual resource set can be observed in Table 4.5. The 

Amdahl's law, a model for anticipated speedup and the connection between parallelized applications, 

has been employed to establish the results [22]. The most significant speedups were obtained when 

the number of VCPUs and the number of threads were equal. In contrast to Table 4.4's findings, the 

speedup frequently does not lead to quicker task execution. 

 

Figure 4.22: Speedup vs Number of Thread 
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CHAPTER-5 

5.1. Conclusion      

Finally, I want to say how fantastic and meaningful this internship has been. Sincerely, I can say 

that my time spent with RTDS proved to be beneficial to me. It goes without saying that the 

technical portions of my work can benefit from some improvement. Despite having minimal prior 

experience with cloud & devops, I think the time I spent in discovering and comprehending was 

valuable because it helped create a fully functional app service. One of the most significant 

lessons I've learned is the importance of time management and self-motivation. 

Software engineering is the practise that employs engineering principles in the design, 

development, and technical management of software. To deal with the issues that were brought on 

by efforts to provide low-quality software, software engineering was developed. Problems arise 

when software exceeds time constraints, budgets, and quality standards. It guarantees that the 

computer programme is produced consistently, accurately, on time, within budget, and in 

compliance with the specifications. To keep up with the constantly changing user demands and 

the environment in which the programme is to run, software engineering has become critically 

important. 
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    Figure 5.1: SDLC Flow Diagram 

Helping with the creation and development of software is the responsibility of the software engineer 

trainee. They cooperate with the rest of the team to deliver dependable and safe software solutions. 

Software development (code, programming), code debugging, testing fresh software applications, 

diagnosing, and dealing with a wide range of technical challenges, working with top executives to 

identify issues, and offering solutions are among the duties and responsibilities of this profession. I 

was able to understand the task and the specifications at this time, and I will be performing this as a 

Cloud DevOPS engineer. 

5.2. Future Scope 

Consequently, whatever features and technologies I make in the future will have a major impact on 

small businesses by elevating them technologically and assisting them to develop smart stores 

through touch. As a consequence, additional work will be done later on to improve the self-checkout 

experience for customers and to produce a point of sale application which is more precise and 

current.OpenStack as an a free and open-source cloud computing platform, is increasing in popularity 

and there is an urgent requirement for experts with the necessary knowledge. Internships and training 

programmes in OpenStack provide an outstanding chance for anyone to gain the knowledge and 

expertise needed to satisfy this demand and succeed in the industry. 
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There are several reasons why OpenStack training is valuable for future employment opportunities. 

Firstly, as more companies shift to cloud-based solutions, the demand for OpenStack professionals is 

increasing rapidly. Additionally, OpenStack is being adopted by a broad range of organizations, from 

small and medium-sized businesses to large enterprises, leading to more job opportunities for 

professionals who are skilled in the platform. OpenStack is also at the forefront of cloud technology 

innovation, making it essential for professionals to keep up-to-date with the latest advancements 

through continuous learning. 

OpenStack internships, on the other hand, provide a unique opportunity for individuals to gain hands-

on experience working with the platform, which is highly valuable for future job opportunities. 

Internships also provide industry exposure, networking opportunities, and a chance to build a strong 

resume. Building relationships with professionals in the field can be highly beneficial for finding job 

opportunities and advancing in the industry. 

In conclusion, OpenStack training and internships are a promising path to a successful career in cloud 

computing. The increasing demand for OpenStack professionals, growing adoption of OpenStack, 

advancements in cloud technology, high earning potential, hands-on experience, and networking 

opportunities make OpenStack training and internships highly valuable for individuals seeking 

employment in this exciting and rapidly evolving field. 
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