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ABSTRACT 
 

By using the complex, highly dimensional data analysis technique known as 

biclustering, rows and columns are simultaneously grouped. In the context of 

recommendation systems, biclustering may be used to identify subgroups of 

users and items that have strong linkages and are thus likely to make suitable 

recommendations for one another. This method has a number of advantages 

over traditional recommendation systems, including the ability to handle noisy 

and sparse data and the possibility to uncover previously unknown patterns of 

user-item interactions. The essential concepts behind biclustering-based 

recommendation systems are outlined in this abstract, along with some recent 

advancements. We also discuss some of this strategy's disadvantages and 

benefits and provide suggestions for more research. We believe that 

biclustering-based systems for recommendation might significantly improve the 

accuracy and significance of item suggestions in a range of diverse applications.



 

 

1 

 

CHAPTER-1 

INTRODUCTION 

1.1 Introduction 

Recommendation systems are computer algorithms that analyze data and 

provide personalized recommendations to users. These systems are designed to 

predict preferences of a user based on previous actions, for instance their surfing 

history, purchase history, ratings, and reviews. 

Recommendation systems are used in a variety of contexts, such as e-commerce, 

streaming services, and social media and advertising. For example, e-commerce 

websites like Amazon and eBay use recommendation systems to suggest 

products that a user may be interested in based on their purchase history and 

browsing behavior. Recommendation algorithms are used by streaming services 

like Netflix and Spotify to make movie and TV programme suggestions, and 

songs that a user may like based on their viewing and listening history. 

The importance of recommendation systems in the modern world cannot be 

overstated. With the explosion of data, it has become increasingly difficult for 

users to find relevant and personalized content. Recommendation systems help 

users to discover new content that they may be interested in, which can improve 

user engagement and satisfaction. Additionally, recommendation systems can 

help businesses to increase revenue by promoting relevant products and services 

to users. 

In summary, recommendation systems are a powerful tool for personalizing 

user experiences and increasing engagement and revenue for businesses. As 

data continues to grow, the importance of recommendation systems will only 

continue to increase in the modern world.  
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1.2 Problem Statement 

 

Applications for mobile devices, display advertising, online gaming, and e-

commerce have all widely used recommendation systems. Although significant 

progress has been made recently, studies into creating effective algorithms to 

improve recommender system efficiency is still ongoing. One significant use is 

ranking a list of items that others may access. It is more likely that a customer 

will decide to click on and purchase anything from a recommended list based 

on how relevant it is. This increases business income and has broad commercial 

ramifications. The top-n ranking issue is used to represent the research problem, 

and the number of hits in the top-n ranked list is used to measure performance. 

One approach to allow the system to rate the objects is through collaborative 

filtering (CF) technology. Although many solutions to this issue have been put 

forth, they are all hampered by either issues with computation speed and 

scalability or the necessity of model tuning (especially for model-based 

approaches). In this paper, we provide a neighborhood-based bicluster 

technique for generating top-n suggestions. Investigations are conducted on 

both standard item similarity and bicluster similarity.In a dense submatrix 

wherein each user engages with each object, a bicluster is a subset of users and 

objects that collectively make up the submatrix. 
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1.3 Objectives 

The Item Recommendation system offers a mechanism for categorising users 

with similar interests and searching for content that would be of great interest 

to distinct groups of users, before creating various types of lists and making 

interesting recommendations to the individual based on the content they enjoy. 

The recommender system's major goal is to apply techniques that offer a 

biclustering method to determine the set of films that each user enjoys for a 

certain group of users. The movies that have a high probability of being liked 

by an overall group of users will be suggested to the user by the recommender 

at the end, and then we will try to find the users with distinct interests using the 

data collected through different activities, and using collaborative filtering, we 

will evaluate all those users who have the same type of interests to arrive at the 

final set of movies to be recommended to the users individually.So, we will use 

various kinds of recommender filtering approaches and then compare and 

contrast the results obtained by different methods, attempting to improve the 

results as the dataset for the set of movies grows progressively larger above the 

computational bound of the system, which is generally a drawback on large 

datasets. 
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1.4 Methodology 

There are various methods to build a recommender system. They are as follows: 

1) Demographic Filtering: 

Demographic filtering is a technique used in recommendation systems that 

considers the demographic information of the users to make recommendations. 

This information can include age, gender, location, income, education, and 

other factors. Demographic filtering assumes that people with similar 

demographics may have similar interests and preferences, so it recommends 

items that are popular among users with similar demographics. 

Demographic filtering can be useful for making recommendations in contexts 

where people's interests are closely tied to their demographics, such as in 

movies or music genres that appeal to certain age groups or genders. However, 

demographic information alone may not be sufficient to provide accurate 

recommendations. People within the same demographic group can have very 

different interests and preferences, and demographic information may not 

capture these individual differences. As a result, it is frequently used in 

conjunction with various other recommendation approaches, like collaborative 

filtering or content-based filtering, to produce recommendations that are more 

accurate. Overall, demographic filtering is a useful approach for making 

recommendations in certain contexts, but it should be used in conjunction with 

other methods to provide personalized recommendations that reflect individual 

preferences. 

Algorithm for demographic filtering . 

Input:  

- User profile data (e.g., age, gender, location) 

- All items in the system, each with demographic attributes (e.g., age range, 

gender, location) 

Output: 

- Filtered items that match user's demographic criteria 
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Algorithm: 

1. Initialize an empty list called "filtered_items". 

2. For each item in the system, do the following: 

 Check if the item matches the user's age range. 

 Check if the item is for the user's gender or is gender-neutral. 

 Check if the item is available in the user's location. 

If the item satisfies all of the above conditions, add it to the "filtered_items" list. 

3.Sort the "recommended_items" list by some relevance metric (e.g., popularity, 

ratings, or relevance to user's past behavior). 

4. Return the "filtered_items" list as the output. 

This algorithm assumes that the items in the system have attributes such as age 

range, gender, and location, and that the user has provided their own 

demographic information. The algorithm iterates over all items and filters them 

based on whether they match the user's demographic criteria. Finally, the 

filtered items are returned as the output. 

 

2) Content Based Filtering System:  

Content-based filtering is a recommendation system approach that leverages the 

attributes of the things being recommended to identify more comparable items. 

The theory behind content-based filtering is that if a consumer like one thing, 

they are likely to appreciate other goods with comparable attributes. 

In a content-based filtering system, each item is represented by a set of features, 

such as genre, actor, director, or author. These features can be extracted from 

various sources, such as user ratings, item descriptions, or metadata. Once the 

features are identified, the system can then use a similarity measure, such as 

cosine similarity or Euclidean distance, to compare the features of the items and 

identify similar items. The content-based filtering method suggests products 

that are comparable to past favourites of the user. For example, if a user has 
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already enjoyed a romantic comedy movie starring Jennifer Aniston, the 

algorithm might suggest further romantic comedies starring Jennifer Aniston or 

other performers with comparable attributes. 

.  

Fig.1.1-Content Based Filtering Method from [10] 

So below mention is the algorithm for a Content-based filtering 

recommendation system based on a user movie rating matrix: 

 Collect user data and item data. 

 Create item profiles based on their features or attributes. 

 Compute a user profile based on their past behavior and preferences. 

 Compute item similarity scores based on their profiles. 

 Generate recommendations by selecting the top items similar to the ones 

the user has interacted with or rated. 

 Evaluate and refine the system using metrics such as precision, recall, 

or mean average precision. 

A similarity score is a numerical value that quantifies the degree of similarity 

or dissimilarity between two items, based on their attributes or features. There 

are several similarity scores that can be used in Content-based filtering 

recommendation systems like: 
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1. Cosine Similarity: 

 

 

Fig.1.2-Formula for cosine similarity from [14] 

where A and B are two vectors representing the attributes of two items. 

The cosine similarity is a result of the angle between two vectors where the 

vectors are non-zero, and it is defined in the inner product space as the dot 

product of the two vectors divided by the product of the Euclidean magnitude. 

Cosine similarity is commonly utilised to obtain preferable recommendations 

for users. It computes the cosine of the angle formed by two vectors and ranges 

from -1 to 1 (opposite to identical). 

2. Euclidean distance: 

It determines the n-dimensional space's scalar product of the straight-line 

separation between any two locations. Euclidean distance between two points 

(x1, y1) and (x2, y2) is calculated using the following formula:  

Distance = sqrt((x2 - x1)^2 + (y2 - y1)^2) 

3. Jaccard similarity:  

It computes the similarity between two sets based on the size of their 

intersection over the size of their union. The formula for Jaccard similarity 

between two sets, A and B is: 

J(A,B) = |A ∩ B| / |A ∪ B| 
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4. Hamming distance:  

It computes the number of positions at which two strings of equal length differ. 

The formula for Hamming distance between two strings, A and B is: 

dH(A,B) = # of positions where A[i] ≠ B[i] 

 

Advantages of Content-Based Filtering in Recommendation Systems: 

1. Users may receive personalised suggestions through content-based filtering 

that reflect their unique tastes and hobbies. 

2. It does not rely on the opinions or ratings of other users, which can be biased 

or unreliable. 

3. Content-based filtering can recommend items that are new or not yet popular, 

which can help to promote diversity in the recommendation system. 

4. It can be implemented using simple algorithms and does not require a huge 

amount of data for training the system. 

 

Disadvantages of Content-Based Filtering in Recommendation Systems: 

1. It can only propose goods that are similar to those that the user previously 

liked or rated, which can lead to a lack of variety among recommendations. 

2. Content-based filtering is unable to suggest products that fall outside of the 

user's known tastes, which may reduce the likelihood of a chance discovery. 

3. It can be difficult to capture the full range of user preferences and interests 

using only content-based features, which can limit the accuracy of the 

recommendations. 

4. Content-based filtering may not work well for new or obscure items that do 

not have a lot of content-based data available. 

5. It can be susceptible to the problem of overfitting, where the recommendation 

system becomes too narrowly focused on the specific features used in the 

content-based filtering algorithm. 
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3) Collaborative Filtering:  

In recommendation systems, a technique called collaborative filtering is used to 

forecast a user's interests and preferences based on similarities in their 

behaviour and the behaviour of other users who have those interests. In other 

words, collaborative filtering uses data about past user behavior to identify 

patterns and similarities among users, and then uses this information to suggest 

new items or content that the user might like. 

The importance of collaborative filtering in recommendation systems lies in its 

ability to provide personalized recommendations to users. By analyzing the 

preferences of similar users, collaborative filtering can identify items or content 

that a user is likely to enjoy, even if they have never interacted with that item 

before. This can lead to increased user engagement, as well as increased revenue 

for businesses that rely on recommendations to drive sales. 

One key benefit of collaborative filtering is its ability to deal with the "cold 

start" problem, which occurs when a new user joins a system and has little or 

no data available for the system to use in making recommendations. By using 

the behavior of other similar users, collaborative filtering can still provide useful 

recommendations to new users, even when there is little or no data available 

about their preferences. 

Overall, collaborative filtering is an important technique in recommendation 

systems because it helps to provide personalized recommendations to users, 

even in cases where there is limited data available. This can lead to increased 

user engagement and revenue for businesses, making it an important tool for 

many organizations. 
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Fig.1.3- Illustrative of Collaborative Filtering from [10] 

There are two main types of collaborative filtering methods: 

1. User-Based Collaborative Filtering: 

In this method, similarities between users are calculated based on their past 

behavior, such as ratings or reviews. To identify users who share the target 

user's likes and dislikes similarity measurements like cosine similarity or 

Pearson correlation coefficient are employed. The algorithm then suggests 

products that the target user is yet to interact with but that similar users have 

found interesting.  

Assume that a particular matrix A comprises user and item identifiers as well as 

ratings for films. 
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Fig.1.4-user-items/movies rating matrix 

“Source:https://editor.analyticsvidhya.com/uploads/687331_4VYSoN1gIgBD

nQUBimudKw.png” 

Here, Simij= similarity(useri , userj) 

In here similarity can be computed through any method like cosine similarity, 

pearson similarity or jaccard similarity etc. 

 

Fig.1.5- user-user matrix with Simij 

“Source: https://editor.analyticsvidhya.com/uploads/71017Untitled.png” 
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2. Item-Based Collaborative Filtering: 

In this method, similarities between items are calculated based on their past 

interactions with users, such as ratings or purchases. The algorithm then makes 

suggestions for products that are comparable to ones the target consumer has 

previously appreciated. This strategy is helpful when there are many more 

objects than users in the system since it may be more effective to compare 

similarities among items rather than between individuals.  

Here,Simij= similarity(useri , userj) 

 

Fig.1.6- item-item/movie-movie matrix with Simij 

“Source: https://editor.analyticsvidhya.com/uploads/69012ezgif-7-

62fd592648.png” 

Collaborative filtering techniques based on items or users each have benefits 

and drawbacks of their own. User-based methods can be more personalized but 

suffer from the "sparsity problem," where users may have only rated or 

reviewed a few items, making it difficult to find similar users. However, because 

there are typically many more items than users, item-based methods can be more 

effective and reliable. They may, however, be less individualised because they 

focus more on recommending products that are comparable to what the user has 

previously dealt with than on discovering new products that the user might not 

be aware of. 

There are several advantages and disadvantages of using collaborative methods, 

some of which are outlined below: 
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Advantages: 

 Diversity of perspectives: Collaborative methods can bring together 

people with different backgrounds, experiences, and expertise, which 

can lead to a broader range of perspectives and ideas. 

 Increased creativity and innovation: Collaboration can encourage more 

creative thinking and lead to new and innovative solutions that may not 

have been possible with individual effort. 

 Shared workload: Working collaboratively can help distribute the 

workload, allowing individuals to focus on their strengths and areas of 

expertise. 

 Better decision-making: Collaborative methods can help in making 

more informed and well-rounded decisions by considering multiple 

viewpoints and opinions. 

 Increased accountability: Collaboration can promote accountability 

among team members, as each person is responsible for their 

contribution towards achieving the common goal. 

Disadvantages: 

 Time-consuming: Collaboration can take longer than working alone, as 

it involves coordinating schedules, communicating, and building 

consensus. 

 Conflicts and disagreements: Collaboration can also lead to conflicts 

and disagreements due to differences in opinion, values, and priorities. 

 Groupthink: Collaborative methods can sometimes lead to groupthink, 

where members of the group conform to the dominant viewpoint or 

opinion, even if it is not the best decision. 
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4) Hybrid Based Filtering:  

A recommendation system technique called hybrid-based filtering combines 

many different algorithms for recommendation to increase the precision and 

breadth of the suggestions. It combines the benefits of collaborative filtering 

with content-based filtering. 

In a hybrid-based filtering approach, the system first uses a collaborative 

filtering algorithm to identify similar users and items based on their past 

behaviors and preferences. Then, it incorporates content-based filtering 

techniques to enhance the recommendations by considering the attributes and 

characteristics of the items. 

The advantages of hybrid-based filtering include: 

a) Improved accuracy: By combining multiple algorithms, the system can 

provide more accurate recommendations compared to individual 

algorithms. 

b) Increased coverage: Hybrid-based filtering can help in recommending 

items that may not have been seen by the user before, thereby increasing 

the system's coverage. 

c) Overcoming data sparsity: Hybrid-based filtering can handle sparse data 

better than individual algorithms by incorporating additional 

information from different sources. 

d) Better handling of the cold-start problem: Hybrid-based filtering can 

address the cold-start problem, where new items or users have limited 

or no data, by leveraging the content-based approach. 

However, there are also some potential drawbacks to hybrid-based filtering, 

including: 

a) Complexity: Combining multiple algorithms can make the system more 

complex and difficult to implement and maintain. 

b)  Computational overhead: The use of multiple algorithms can increase 

the computational overhead, leading to slower performance. 

c)  Integration challenges: Integrating multiple algorithms into a single 

system can pose challenges in terms of data handling, model integration, 
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and algorithm tuning. 

Overall, hybrid-based filtering can be an effective strategy for enhancing the 

precision and scope of recommendation systems, but it necessitates thorough 

analysis of the risks and difficulties involved. 

 

 

Fig.1.7-Illustration of Hybrid Filtering from [11] 

5) Association Rule Mining:  

A data mining approach called association rule mining involves identifying 

connections between the elements in a sizable dataset. Finding patterns and 

correlations between various objects in a dataset is frequently utilised in 

recommendation systems, which then produce suggestions based on these 

associations. 

In recommendation systems, association rule mining is used to identify items 

that are frequently purchased or viewed together by customers. These 

associations can be used to generate personalized recommendations for 

individual customers based on their past preferences and behavior. 

Analysis of transaction data is used in association rule mining to find frequent 

itemsets, or collections of items that are frequently seen or purchased together. 

The association rules that explain the relationships between the various items in 

the dataset may then be produced using these frequent item sets. 
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For example, an association rule might state that customers who purchase coffee 

and sugar are likely to also purchase cream. This rule could then be used to 

generate recommendations for customers who have purchased coffee and sugar, 

suggesting that they also purchase cream. 

Overall, association rule mining is an important tool for building effective 

recommendation systems that can provide personalized recommendations to 

users based on their past behavior and preferences. 

 

Fig.1.8 Example of Association Rule Mining 

“Source: https://sherbold.github.io/intro-to-data-

science/images/associationsrules_abstract.png” 

A variety of association rule mining techniques exist, each with unique 

algorithms and methodologies. Here are a few of the most popular categories of 

association rule mining techniques and the corresponding algorithms. 

5.1) Apriori Algorithm: 

The Apriori algorithm is one among the most popular algorithms used for 

association rule mining. It is a bottom-up approach that works by iteratively 

generating candidateitemsets and pruning those failed to meet the minimum 

support threshold.  
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The algorithm is based on the following concepts: 

a) Support: The support of an itemset is computed as the number of 

transactions in which it appears. 

a)  Candidate itemsets: A candidate itemset is a set of items that may be 

frequent. The algorithm generates these by combining smaller frequent 

itemsets. 

b) Frequent itemsets: A frequent itemset is a set of items that appears in a 

sufficient number of transactions. 

 

The Apriori algorithm works as follows: 

a) Generate frequent 1-itemsets: Scan the dataset to count the frequency of 

each item. Keep only the items that meet the minimum support 

threshold. 

b) Generate frequent k-itemsets: Generate candidate k-itemsets by joining 

frequent (k-1)-itemsets. Prune any candidate itemsets that contain 

subsets that are not frequent. 

c) Repeat step b until no more frequent itemsets can be generated. 

 

Fig.1.9- Example of Apriori algorithm from [13] 

 

The Apriori algorithm is computationally expensive because it requires multiple 

passes over the dataset. However, it is effective for datasets with a relatively 

small number of items and a large number of transactions. 
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5.2) FP-Growth Algorithm: 

The FP-Growth algorithm is another popular algorithm used for association rule 

mining. It is a divide-and-conquer approach that builds a tree structure to 

represent the frequent itemsets in the dataset.  

The algorithm is based on the following concepts: 

● Frequent itemsets: A group of goods that appear in a significant number 

of transactions is considered a frequent itemset. 

● FP-tree: The frequent item sets in the dataset are represented by the FP-

tree, a small data structure. 

● Conditional pattern base: All transactions that contain a particular item 

are included in the conditional pattern base, a subset of the dataset. 

 

The FP-Growth algorithm works as follows: 

a) Generate frequent 1-itemsets: To determine the frequency of each item, 

scan the dataset. Keep just what meets the support requirement for 

minimal retention. 

b) Build the FP-tree: To create the FP-tree, rescan the dataset. Each 

transaction is added to the tree, and each item's support count is updated 

as the tree is constructed. 

c) Generate frequent itemsets: To produce frequently occurring itemsets, 

traverse the FP-tree. Working your way up, begin with the item that has 

the fewest supporters. Create a new FP-tree and the conditional pattern 

basis for each item. Use the new FP-tree to recursively build common 

itemsets. 

The FP-Growth algorithm is more efficient than Apriori because it only requires 

two passes over the dataset. It is particularly effective for datasets with a large 

number of items and a small number of transactions. However, it requires more 

memory than Apriori because it builds a tree structure. 
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6) Clustering: 

Clustering is a technique used in machine learning and data mining to group 

similar objects or data points together based on their attributes or characteristics. 

In a recommendation system, clustering can be used to group similar items or 

users together, and recommend items to users based on the behavior of users in 

the same cluster. 

There are several types of clustering algorithms, including: 

a. K-means clustering: It is an established clustering approach that divides data 

into K clusters, with each cluster determined by its centroid. The technique 

seeks to minimise the sum of squared distances between data points and cluster 

centroids. 

Algorithm for the K-means clustering- 

 

Fig.1.10-Algorithm for k-means 

“Source: https://files.realpython.com/media/kmeans-

algorithm.a94498a7ecd2.png” 

 

b. Hierarchical clustering: This method organises data points into a 

dendrogram-like hierarchy of clusters. There are two different types of 

algorithms: agglomerative, which begins with each point of data and clusters 

them, and divisive, which begins with all the data pieces in one cluster and 

repeatedly divides them into smaller clusters. 
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Fig.1.11-Illustration of Hierarchical clustering 

“Source: https://media.geeksforgeeks.org/wp-

content/uploads/20200204181551/Untitled-Diagram71.png” 

c. Density-based clustering: This algorithm groups data points based on the 

density of the data points in the data space. Data points that are closer together 

are considered to be in the same cluster. 

To use clustering in a recommendation system,the steps are: 

a) Collect data on user behavior or item attributes. 

b) Preprocess and clean the data. 

c) Choose a clustering algorithm such as K-means, hierarchical clustering, 

or density-based clustering. 

d) Apply the clustering algorithm to group similar items or users together 

based on their attributes or behavior. 

e) Make recommendations by recommending items that are frequently 

purchased or rated highly by users in the same cluster. 
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Fig.1.12-Illustration of Density-based clustering from [12] 

This is a high-level overview, and there may be additional steps involved in 

implementing a clustering-based recommendation system, such as evaluating 

the quality of the clusters and recommendations, refining the model, and 

deploying the final model in a production environment. 

It's important to note that clustering is just one approach to recommendations 

and it may not work for all types of data or recommendation scenarios. Other 

approaches, such as collaborative filtering, content-based filtering, and matrix 

factorization, can be used alongside with clustering to increase recommendation 

accuracy and significance. 

Some general advantages and disadvantages of using clustering in a 

recommendation system. 

Advantages: 

● Personalization: Clustering can group similar items or users based on 

their characteristics or preferences, enabling personalized 

recommendations. 

● Scalability: Clustering can handle large datasets, making it suitable for 

recommendation systems that have many items or users. 

● Diversity: Clustering can ensure diversity in recommendations by 

identifying clusters of items or users that are different from each other. 

● Real-time recommendations: Clustering can quickly identify similar 

items or users, making it possible to generate recommendations in real-

time. 
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Disadvantages: 

● Cold start problem: Clustering requires a certain amount of data to group 

items or users, making it challenging to provide recommendations for 

new or less popular items. 

● Lack of interpretability: The clustering process may not provide insights 

into why certain items or users are grouped together, making it difficult 

to explain recommendations to users. 

● Similarity metrics: The accuracy of clustering depends on the choice of 

similarity metrics, which may not always capture the complexity of user 

preferences or item characteristics. 

● Over-specialization: Clustering can result in over-specialization, where 

recommendations are limited to a small subset of items or users. 

These methodologies can be combined or customized to suit the specific 

requirements of the recommendation system. The choice of methodology 

depends on the type of data available, the size of the dataset, and the desired 

level of recommendation accuracy. 

Major Challenges to the Recommendation system: 

1) Cold start problem: 

There might not be enough information available when a new user or item is 

introduced to the system for accurate suggestions. This is known as the "cold 

start problem," and collaborative filtering algorithms may find it particularly 

difficult. The system can employ collaborative filtering, content-based 

approaches, or suggestions based on content to alleviate the cold start issue. 

2) Data sparsity: 

Recommendation systems rely on user behaviour data to provide suggestions, 

however this data is frequently lacking, particularly for specialised or newly 

released products. As a result, it could be challenging to come up with reliable 

suggestions for these things. The system can leverage contextual data or 

methods like matrix factorization or feature engineering to employ partial data 

to overcome data sparsity. 
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3) Scalability: 

The processing resources needed to make suggestions might become prohibitive 

as a system's user base and inventory expand. Long processing times or the 

requirement for distributed computing solutions may result from this. The 

system can make advantage of model parallelism or data parallelism, as well as 

distributed computing frameworks like Hadoop or Spark, to overcome 

scalability issues. 

4) Privacy concerns: 

Recommendation systems frequently rely on user data collection, which might 

cause privacy issues. If users are unsure that their information will be protected 

and handled appropriately, they may be reluctant to provide it.The system can 

put robust data security measures in place and offer detailed explanations of 

how user data is gathered and utilised to satisfy privacy concerns. 

5) Diversity and novelty: 

Given that they frequently base their recommendations on past user behaviour, 

recommendation systems may find it difficult to suggest unique or diverse 

items. This can lead to the users' recommendations being monotonous. The 

system can employ strategies like diversity-aware recommendation or 

serendipity-based recommendation to overcome issues with novelty and 

diversity. 

6) Bias: 

In particular, biassed data used to train the system can make recommendation 

systems biassed. This may lead to suggestions that favour particular groups or 

uphold current disparities.The system can employ debiasing, fairness-aware 

recommendation, or explainable recommendation strategies to solve bias 

concerns. 
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7) Explanation and transparency 

 Users may find it challenging to comprehend how recommendations are made 

since recommendation systems can be complicated and opaque. The system can 

allow users control over the suggestion process and comprehensive 

explanations of how recommendations are made in order to solve the difficulties 

of explanation and openness. 
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CHAPTER-2  

LITERATURE SURVEY 

Recommendation systems are widely used in various domains, including e-

commerce, social media, and entertainment. They are used to suggest items or 

content to users based on their preferences and past behavior. Biclustering, 

collaborative filtering, and hybrid approaches are some of the most commonly 

used techniques for building recommendation systems and our main focus will 

be on biclustering method.  

Biclustering is a data mining technique that aims to simultaneously cluster rows 

and columns of a data matrix. In other words, it partitions both the rows and 

columns of a dataset into groups such that the data within each group exhibit 

similar patterns or characteristics. Biclustering is also known as co-clustering 

or bi-clustering. 

 

 

Fig.2.1-Illustration of biclustering from [9] 

Biclustering can be applied to various types of data, such as gene expression 

data, text data, image data, and user-item interaction data. It is particularly 

useful in domains where the data have multiple attributes or dimensions and 

exhibit complex patterns of dependencies. 
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Biclustering algorithms can be classified into two main categories: deterministic 

and probabilistic. Deterministic biclustering algorithms aim to find a fixed 

number of biclusters that optimize a predefined objective function, whereas 

probabilistic biclustering algorithms aim to estimate the probability of each data 

point belonging to a bicluster. Examples of deterministic biclustering 

algorithms include Spectral Co-clustering, Bimax, and Plaid, whereas examples 

of probabilistic biclustering algorithms include Bayesian biclustering and 

Bayesian co-clustering. 

Biclustering has several applications, including recommendation systems, 

image analysis, gene expression analysis, and text mining. In the context of 

recommendation systems, biclustering can be used to identify groups of users 

with similar preferences and groups of items with similar attributes, which can 

be used to generate personalized recommendations. 

An overview of the literature on building recommendation systems with 

biclustering is given in this section. Each approach is explained in detail along 

with its advantages and disadvantages in respect to the emphasised problems. 

The literature reports several biclustering-based recommendation systems, but 

none of them address privacy issues. The many definitional decisions taken for 

biclusters and biclustering, which vary greatly, are shown in Fig. 14.The 

different methods either consider extensive biclustering (light purple cell), 

global optimisation objectives (purple cells), or local limitations (blue cells). 

Some research investigations use a combination of regional and global 

restrictions. Others adopt a modular approach and use renowned bioinformatics 

community algorithms, while some papers create their own biclustering 

algorithms to address particular problems. 
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Fig.2.2-Illustration of types of approaches from [8] 

Figure 2.2: Outline of several biclustering-based algorithms for 

recommendations with respect to the restrictions taken into account. 

a) COCLUST: 

The paper [3] proposes a biclustering method used for collaborative filtering, 

which offers an alternative to model-based techniques that are computationally 

expensive but highly effective. The approach uses a weighted Bregmanbi 

clustering algorithm from [2] to construct a partitional biclustering, which 

provides a locally optimal solution. Unlike standard biclustering methods, this 

approach considers the biases introduced  by the specific user and item is being 

evaluated to generate more precise predictions. The algorithm begins with 

random partitions and iteratively optimizes the assignments of rows and 

columns until a convergence criterion is met. The overall number of biclusters 

stays constant throughout the procedure, while input factors like the amount of 

item groupings and user clusters in the checkerboard layout are supplied. 

However, this constraint could become problematic in the long run if the amount 

of data increases significantly. To address this issue, the authors propose an 

incremental training method for real-time systems where new ratings may not 

initially be assigned to a bicluster. A parallel version of the algorithm is also 

presented to enhance its scalability, but it requires a good partitioning schema 
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to avoid unbalancing the load between processes. The experimental evaluation 

conducted on several real-world datasets demonstrates that the proposed 

COCLUST approach provides high-quality recommendations in terms of MAE 

score while outperforming 14 state-of-the-art model-based approaches in terms 

of time performance. Although the paper offers some guidance on selecting 

input parameters, a more extensive analysis is required to determine their 

optimal values for practical systems. 

b) NBCF: 

The authors of [7] suggest NBCF, a novel algorithm for collaborative filtering. 

NBCF biclusters the user-item matrix using known methods, such as Bimax[5] 

for binary ratings or xMotif[4] for size-maximized expression motifs. NBCF 

employs a similarity measure to find the k closest biclusters to a specific user 

and then uses them to forecast unknown item ratings for that user. The authors 

perform a thorough experimental investigation of the effects of bicluster sizes 

and the value of k on precision/recall findings and average recommendation 

time. On real-world datasets, In regards to recommendation quality and time 

efficiency, NBCF surpasses cutting-edge user- and item-based techniques, but 

not when measured against well-liked model-based methods like matrix 

factorization. The flexibility of NBCF enables for easy integration of various 

biclustering algorithms, however the influence of biclustering method selection 

on recommendation performance warrants additional investigation. The authors 

notice better results with xMotif than with Bimax, but conclude that a 

comprehensive examination is required due to the latter's action on binary data. 

It is unknown if NBCF suffers from the scalability concerns that plague 

neighborhood-based techniques that need several similarity calculations. 

c) BCN :  

The BCN approach proposed in [1] uses an exhaustive biclustering and a 

complete lattice to recommend items to users. It starts by finding the smallest 

bicluster that contains the target user and explores the neighborhood biclusters 

to identify candidate items, which are then ranked by computing a similarity-

based score. The authors claim that BCN performs better than existing state-of-
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the-art algorithms in terms of recommendation quality, especially for sparse 

data, and is efficient in terms of scalability. It also has the advantage of not 

requiring re-training of the model when new ratings appear, making it suitable 

for dynamic settings, and does not need parameter tuning. However, BCN 

works with binary data, and a discretization step is required for non-binary 

ratings, which can result in a loss of valuable information. It is not clear how 

BCN can be adapted to handle non-binary data. 

d) BBCF: 

The authors of [6] suggest a BBCF algorithm that is based on NBCF. They begin 

by using QUBIC to bicluster the user-item matrix in order to locate coherent 

biclusters. Utilising the same resemblance criteria as NBCF, they then identify 

a group of k biclusters that are collectively the most comparable to the evaluated 

user. These biclusters are joined to create a sub-matrix, which is then used in 

the conventional item-based KNN technique to generate suggestions. When 

tested on real-world datasets, BBCF outperforms item-based and model-based 

techniques in terms of suggestion quality and throughput. The influence of 

various characteristics, such as the number of nearest neighbours, is 

investigated. Despite being a direct extension of NBCF's core concept, it is not 

compared to it. BBCF, like NBCF, is modular in terms of the biclustering 

algorithm utilised, which raises questions about the influence this option has on 

performance. The authors also emphasise that the biclustering process is often 

computed offline, and the quest for an appropriate approach to include fresh 

ratings without having to re-run the entire biclustering process is currently 

ongoing in the case of a dynamic system. 
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CHAPTER-3 

SYSTEM DESIGN AND DEVELOPMENT 

1) Dataset Used: 

The "ml-latest-small" information collection, which includes free-text labelling 

and 5-star rating activity from MovieLens, is available online. 100836 ratings, 

9742 films, and 3683 tag applications are included. Between March 29, 1996, 

and September 24, 2018, 610 users created the data included in these entries. 

Creating this dataset took place on September 26, 2018. Users were chosen at 

random to be taken into account. Each of the selected users has evaluated at 

least 20 films.When creating the model, we restricted our evaluation to the top 

2000 movie IDs.This information is a portion of a larger dataset that comprises 

files with 26 million ratings for all 45,000 films from 270,000 different people. 

The evaluations, which range from 1 to 5, came from the GroupLens website. 

 

.  

Fig.3.1-Flowchart of a general recommendation system 
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2) Method: 

The development of a recommendation system involves several steps, including 

data collection, preprocessing, and model training. In this section, we describe 

the steps involved in developing a recommendation system that utilizes a user-

item matrix and matrix factorization approach. The steps are: 

● Data Collection: Data on user interactions with objects must first be 

gathered. Data about user reviews, sales, clicks, views, and other 

interactions with products can be included. Online marketplaces, social 

networking sites, and e-commerce websites are just a few of the areas 

where the data may be gathered. 

● Preprocessing: The data must be preprocessed after collection in order 

to be used in the recommendation system. In this stage, we create a user-

item matrix from the raw data. The matrix, where each row denotes a 

person and each column is an item, provides data about how people 

interacted with the things. The mean of the ratings is then subtracted 

from each rating to normalise the user-item matrix and correct for any 

biases in the data. 

● Matrix Factorization: The user-items matrix is split into two lower-

dimensional matrices, the user-user matrix and the items-items matrix, 

in the next phase using matrix factorization. In contrast to the item-item 

matrix, which includes latent properties of the items such as similarity 

between the items, the users-users matrix contains latent aspects of the 

users such as similarity between the users. The user and item matrices 

are then normalised to make sure that their values fall within a particular 

range. 

● Prediction/ Recommendations: Once the user and item matrices are 

computed, we can use them to predict the preferences of users for items 

they have not yet interacted with. This is done by using the clustering 

algorithm on the users-users matrix and items-items matrix and then 

further by finding similarity among the users in a cluster and finally 

using the similar score among the similar user for the movie/items we 

recommend the top-n movies. 
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● Model Evaluation: Finally, we evaluate the performance of the 

recommendation system using various metrics, such as confusion 

matrix, precision, recall, and mean average precision. These metrics 

help us to determine the effectiveness of the recommendation system 

and identify areas for improvement. 

In summary, the development of a recommendation system involves collecting 

and preprocessing data, performing matrix factorization, predicting user 

preferences, and evaluating the performance of the system. 

Explaning the steps in brief: 

a) Data collection: 

We start from importing the data from the source which in this case will contain 

around 600 users and 2000 movies. 

b) Preprocessing  

Once we have our dataset we perform the following steps: 

 Convert the dataset into a user vs movie ratings matrix where each row 

represents movies such that each user and each column represent a 

unique movie id mapped to each movie and finally the cell represents 

the ratings. 

 Fill the empty cells of the matrix with 0. 
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Fig.3.2-Flowchart of preprocessing steps 

c) Matrix factorization: 

Once we have the user movie matrix we perform the following steps: 

1. From the user-movie matrix create 2 different matrix namely user-user 

matrix and movie-movie matrix by following the steps: 

a. Find the transpose of the user- movie matrix which is movie-

user matrix. 

b. Now to create a user-user matrix find the dot product of the 

users-movies matrix and movies- users matrix. 

c. Similarly, to create a movie-movie matrix find dot product of 

movie- user matrix and user-movie matrix. 

d. Now we have both the matrix with us which represent 

correlation as cell value. 
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Fig.3.3-Flowchart of matrix factorization 

2. Normalize the obtained matrices. 
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d) Prediction/ Recommendations: 

Now we have 3 matrices with us namely user-movie matrix, user-user matrix 

and movie-movie matrix. 

Now to provide recommendations we have to select a target user for whom the 

recommendation is to be made for testing purposes and to do so we can follow 

the steps. 

1. From the original matrix user-movie matrix select a random row which 

represents the target user. 

2. Now in order for the system to recommend the movie as output it must 

need some input to process on. So we need some test input from the user 

and to get input follow the step:  

a. Select the target user row. 

b. Find all the movies represented by the column no. which are 

having value as 1. 

c. Now of all the found movie ids randomly change some of the 

movie ids value to 0 and name these sets of movies as “changed 

movies”. 

d. Now the remaining movies ids with value 1 will be taken as the 

test inputs for the recommendation system and those with the 

value 0 are to be recommended by the system. 

Now that we have our target user and test input we need a model which take 

both of these parameter as input and procure recommend movie and to do so 

follow the below steps: 

On user-user matrix- 

1. Now apply K means clustering on both user-user matrices. 

2. Now we have a cluster of similar users represented by row numbers. 

3. Now for each cluster (containing multiple users each) find the 

common movies ids watched and rated by the entire cluster. 

4. Now once we have found the common movie ids for all clusters save 

those both user clusters and corresponding common movies in a csv 

let it be “user-movie-clustered.csv” with headers as “user_list” and 
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“movie_list”. 

Now, On movie-movie matrix- 

i. Now applying K means clustering on both movie-movie matrix. 

ii. Now we have a cluster of similar movies represented by column 

numbers. 

iii. Now for each cluster (containing multiple movies each) find the 

common users     who have watched and rated all the movies in the 

cluster. 

iv. Now once we have found the common users for all clusters, save 

those both user clusters and corresponding common movies “user-

movie-clusterd.csv” file formed above under the corresponding 

headers. 

Now we have the “user-movie-clustered.csv ” file to find the most users to the 

target user for recommendation follow the steps: 

i. Now we have a file counting a list of clusters of users and 

corresponding movies and vice versa. 

ii. From each user cluster in the file under column “user_list” select the 

first user from each cluster and find its simmiliary from the target 

user. 

iii. Store the similarity score of each first user in the cluster in a 

dictionary with key as the row no. of that user and value as the 

similarity score. 

iv. Sort the dictionary in descending order. 

v. Now select the first element from the dictionary which has the 

highest similarity score, extract the key representing the row no. and 

from the “user-movie-clustered.csv” extract all the users from the 

particular row. 

vi. Now these extracted users are most similar to the target users. 
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Now we have a target user, test inputs from the target user and a list of users 

similar to the target user, our final task is to find the most similar movies for 

recommendations to the target user. Follow the steps: 

i. Use a similarity measure such as cosine similarity or Pearson correlation 

coefficient to compute the similarity between the target user and all other 

users. 

ii. Find the top k most similar users to the target user. 

iii. Based on the ratings of these top k users, predict the ratings for the 

movies that the target user has not yet rated. 

iv. Recommend the top n movies with the highest predicted ratings to the 

target user. 

So now we have our Recommend n-movies for the target user. 
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Fig.3.4-Flowchart for recommendation process 
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Fig.3.5- Flowchart for rating prediction process 
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The formula used above to calculate the predicted ratings is a version of the 

weighted sum method of similarity. The formula can be broken down into two 

parts: 

1) Similarity scores calculation:  

similarity_scores=np.dot(similar_user_ratings,target_user_ratings)/ 

(np.linalg.norm(similar_user_ratings,axis=1)/ 

np.linalg.norm(target_user_ratings)) 

This calculates the cosine similarity between the target user and the similar users 

for the recommended movies. It uses the dot product of the similar user ratings 

and target user ratings, divided by the product of the L2 norm of the similar user 

ratings and the L2 norm of the target user ratings. This gives us the similarity 

scores for each similar user and recommended movie pair. 

2) Predicted ratings calculation: 

predicted_ratings=np.dot(similarity_scores,similar_user_ratings)/ 

np.sum(similarity_scores) 

This calculates the predicted ratings for each recommended movie by taking the 

dot product of the similarity scores and the similar user ratings for the 

recommended movies, and dividing it by the sum of the similarity scores. This 

gives us a weighted sum of the similar user ratings, where the weights are given 

by the similarity scores 
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e) Model evaluation: 

Now that we have our test user, test input , and recommended movies we need 

to evaluate the model.We have to keep in mind that along with movie 

recommendation if we are predicting the ratings or not. 

The general steps for the model evaluation are as follows: 

1. Split the dataset into train and test datasets: To evaluate the performance 

of the model, we first need to split the dataset into training and testing 

datasets. Typically, we split the dataset into 80:20 or 70:30 ratios. 

2. Train the model: We need to train the recommendation model using the 

training dataset. 

3. Generate recommendations for the test dataset: Once the model is 

trained, we can generate recommendations for the test dataset. 

4. Evaluate the model using different metrics: 

 Find True Positive Rate(TP), False Positive Rate(FP), False 

Negative Rate(FN).  

o TP=len(set(recommended_movies)&set(changed_movies)),  

o FP=len(recommended_movies)-TP 

o FN=len(changed_movies)-TP. 

 Precision: Precision measures the proportion of recommended items 

that are relevant to the user. It is calculated by dividing the number 

of relevant items advised by the model by the total number of items 

recommended. 

o Precision = TP / (TP + FP) if TP + FP> 0 else 0 

 Recall: The proportion of relevant items proposed by the model is 

measured by recall. It is defined as the model's suggested number of 

relevant items divided by the total number of relevant items in the 

test dataset. 

o Recall = TP / (TP + FN) if TP + FN> 0 else 0 
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 F1-score: F1-score is the harmonic mean of precision and recall. It 

is a balanced measure that takes both precision and recall into 

account. 

o F1 = 2 * precision * recall / (precision + recall) if precision 

+ recall > 0 else 0 

 Accuracy: Accuracy measures the proportion of correctly predicted 

ratings. It is defined as the number of correctly predicted ratings 

divided by the total number of ratings in the test dataset. 

o Accuracy = len(set(recommended_moviess) & set(changed 

movies)) / len(set(recommended_moviess) | set(changed 

movies)) 

5. Repeat the process for different models: To compare the performance of 

different recommendation models, you can repeat the above process for 

each model and choose the model that performs best on the test dataset. 

Choose the appropriate metric: You may select the ideal metric to assess the 

model depending on the issue and the dataset. For instance, you may leverage 

accuracy and recall to suggest films to a user based on their tastes. RMSE and 

MAE can be used to forecast movie ratings. 
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CHAPTER 4 

EXPERIMENTS AND RESULT ANALYSIS 

This section contains an experimental investigation of our suggested 

framework. It discusses the experimental setup, then offers the experiment 

outcomes before summarising our findings. 

A. Dataset 

We make use of GroupLens Research's MovieLens dataset. It is a dataset that 

is openly accessible.All 45,000 films in the Full MovieLens collection have 

their metadata included in the collection. The films in the dataset have a release 

date of July 1, 2017, or earlier. TMDB vote counts and vote averages are among 

the data points. Other data points include cast, crew, plot keywords, budget, 

revenues, banners, release dates, languages, production firms, and nations. For 

all 45,000 of the films in this collection, there are additional files with almost 

26 million ratings from 270,000 different people. The ratings, which range from 

1 to 5, came from the GroupLens website. 

 

B. Hardware and Software  

This section contains details about the hardware and software used to carry out 

the tests.  

1) Hardware: 

 Processor Type Used: Intel Core i3 CPU 

 Processor Speed Used: 2.53 GHz 

 Available Ram Required: 12.00 GB (vary per dataset) 

 Good internet connection is must. 

2) Software: 

 Google collab or jupiter notebook. 

 Python and related packages for data mining and cleaning 
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C. Experiments/implementation: 

In this section, we show the specifics of the tests performed on the suggested 

solution algorithm's sections, Favourite Items and Non-Favorite Items, as well 

as the results obtained from those trials.  

1) Importing dataset into google collab and converting it into user-movie matrix 

and clean the data we have: 

: 

Fig.4.1-Output of user-title of movie dataframe 
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In here each column is mapped to a specific movie 

 

Fig.4.2-Mapping of movie’s title with unique id in column of user-movie 

matrix 

 

Fig.4.3-Normalized user-movie matrix 
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2) Creation of  “user-user matrix” and “movie-movie matrix”: 

 

Fig.4.4-Matrices formed after factorization 

3) Finding clusters from “user user matrix” and “movie movie matrix” and 

finding corresponding commision movies and users respectively and then 

storing it into a csv file with header “user_list” and “movie_list”. 

 

Fig.4.5-user-movie-clustered.csv file 

 



 

 

47 

 

4) Selecting a target user and test inputs(movie ids) for recommendaion: 

 

Fig.4.6-Target user for testing and recommendations 

5) Now selecting the first user element of each user-user cluster and finding its 

similarity from the test user and sorting the these in descending order and the 

selecting the top element and further finding the similarity of each user in that 

cluster with the test user.  

 

Fig.4.7-Snippet contains essential information regarding test user and test 

inputs 

Here we are first finding the global similarity of the test user with the entire 

user-user clusters and then from the most similar cluster we further find the local 

similarity with the user within that particular cluster as we know within a cluster 

element are similar to each other than outside the cluster elements. 
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6) Now we have the movie id list with high similarity we chose top n high 

similarity movie ids and predict the rating for these. 

The formula for calculating the predicted rating for a movie, given the ratings 

of similar users and their similarity scores, is: 

predicted_rating=(sum((similarity_score_i)*(rating_i)))/(sum(similarity_scor

e_i)) 

Where similarity_score_i is the similarity score between the target user and the 

i-th similar user, and rating_i is the rating given by the i-th similar user for the 

movie. 

 

Fig.4.8-A list of recommended movie id with predicted ratings. 

This is the list of recommended movie id with their predicted score by the target 

user. 
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D. Results: 

For the above target user: 

1. The list of movie ids that should be recommended are: 

 

Fig.4.9-list of movies that should be in top recommendations  

2) The top recommend movie ids are: 

 

 

 

Fig.4.10 -Top movies with actual and predicted ratings 

3) Within the top recommended movie ids we have: 

 

Fig.4.11-Output represent the evaluation  metric for 1 test user 
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4) Now we run the model on around 100 random test cases of around 700 user, 

so the random users are:  

 

Fig.4.12-Random selected test users 

5) After having our test user and running these on our system we get the results: 

 

Fig.4.13- Overall system effectiveness 

Here “Average rms” denotes RMSE and “Average mrms” denotes MAE 

MAE (Mean Absolute Error) and RMSE (Root Mean Square Error) are two 

commonly used metrics to evaluate the accuracy of a recommendation system. 

Mean Absolute Error (MAE): The average absolute difference between 

expected and actual ratings is measured by MAE. It's calculated as follows: 

MAE = (1/n) * ∑|predicted rating - actual rating| 

where n is the total number of ratings. 

MAE is useful when we want to know the average magnitude of the errors in 

the predicted ratings. The lower the MAE value, the better the accuracy of the 

recommendation system. 

Root Mean Square Error (RMSE): The square root of the average squared 

discrepancies between expected and actual ratings. It is computed as follows: 
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RMSE = sqrt((1/n) * ∑(predicted rating - actual rating)^2) 

RMSE is useful when we want to penalize large errors more than small ones. It 

is a popular metric because it emphasizes large errors that have a bigger impact 

on the user experience. The lower the RMSE value, the better the accuracy of 

the recommendation system. 

There are benefits and drawbacks to both MAE and RMSE. The whole range of 

errors may not be captured by MAE, but it is simple to comprehend and less 

susceptible to outliers. RMSE, on the other hand, penalises huge mistakes more 

severely, although it can occasionally be difficult to read and may be susceptible 

to outliers. The unique application and the objectives of the recommendation 

system will determine which measure should be used. 
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CHAPTER-5 

CONCLUSION 

The biclustering technique to recommendation systems has, in conclusion, 

yielded encouraging outcomes. In contrast to conventional approaches that only 

take into account one variable at a time, we were able to provide suggestions 

that were more accurate by taking into account both user-item preferences 

concurrently. Additionally, biclustering made it possible to locate significant 

subgroups in the user-item matrix, leading to a more in-depth comprehension of 

user preferences and item traits. 

We were able to show the efficiency of our recommendation system employing 

biclustering in a practical environment. The evaluation of these suggestions was 

done using common metrics like Mean Absolute Error (MAE) and Root Mean 

Square Error (RMSE). Our algorithm effectively suggested relevant goods to 

consumers based on their preferences. These findings imply that biclustering 

has the potential to raise suggestion quality across a range of disciplines. 

In the future, there will be a lot of work to be done in the area of 

recommendation systems, especially in terms of improving the effectiveness of 

biclustering-based methods.  

The applicability of this strategy to more complicated datasets with bigger user 

and item populations may be explored in further study. However, our project's 

findings imply that biclustering has a lot of potential as a potent 

recommendation system tool. 
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5.2) Future scope: 

The concept of biclustering is used in recommendation systems to find groups 

of users and objects with related preferences. Systems for making 

recommendations based on biclustering have showed promise in terms of 

accuracy and scalability. Future research in a number of areas could help 

biclustering-based recommendation systems perform better. Here are a few 

potential directions: 

a) Temporal biclustering: Most recommendation engines work on the premise 

that user preferences don't change over time. However, due to changes in 

their interests, demographics, or other factors, users' preferences may alter 

over time. To predict changes in user preferences over time and generate 

more precise suggestions, temporal biclustering may be employed. 

b) Hybrid biclustering: Hybrid recommendation systems combine multiple 

techniques to provide personalized recommendations to users. Biclustering 

could be combined with other techniques such as collaborative filtering, 

content-based filtering, and matrix factorization to improve the accuracy 

and diversity of recommendations. 

c) Incorporating context: Contextual data like place, time, weather, and social 

environment might be added to recommendation algorithms to improve 

them. Extensions of biclustering-based methods might include context and 

offer more individualised and pertinent recommendations. 

d) Deep biclustering: In a variety of recommendation tasks, deep learning 

approaches like neural networks have produced encouraging results. In 

order to enhance the effectiveness of recommendation systems, biclustering 

may be used in conjunction with deep learning methods. 

e) Online learning: The majority of recommendation systems use previous data 

for offline training. Although user preferences might shift quickly, it might 

not be practical to constantly retrain the model. As new data becomes 

available, the model could be updated in real-time using online learning 

techniques. 
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Overall, biclustering-based recommendation systems have a lot of potential for 

future research and development. The above directions can help to improve the 

accuracy, scalability, and personalized nature of the recommendations 

provided. 

5.3) Applications: 

The biclustering approach has been applied to various recommendation system 

domains, including: 

● E-commerce: Customer-specific product suggestions are given through the 

use of biclustering-based recommendation algorithms on e-commerce 

platforms. Biclustering can detect client groups with comparable tastes and 

recommend goods that are well-liked by these groups. 

● Music recommendation: Users and songs may be grouped together using 

biclustering based on auditory characteristics including pace, melody, and 

timbre. As a result, users may receive more personalised, accurate, and 

varied music choices. 

● Health care: Biclustering may be used to analyse patient subgroups with 

related medical diagnoses, demographics, and genetic profiles using 

electronic health record (EHR) data. Better health outcomes and more 

individualised treatment suggestions may result from this. 

● Social media: Systems for recommending friends, groups, and material have 

been implemented in social media platforms using biclustering. Biclustering 

may find user groups with shared interests and recommend material that 

appeals to these groups. 

● Movie recommendation: Biclustering may be used to find user groups with 

comparable movie tastes and recommend films that are well-liked within 

these groups. As a result, users may receive more individualised movie 

suggestions that are accurate and varied. 

● Travel and tourism: In the travel and tourism sector, biclustering may be 

used to group people according to their travel tastes and recommend 

locations and travel deals that are well-liked within these clusters. This may 

result in more individualised and pertinent travel advice. 



 

 

55 

 

● Education: Biclustering may be used in education to group students 

according to their academic standing, preferred learning method, and 

hobbies and then provide activities and resources that are specifically 

catered to their requirements. This may enhance academic performance and 

student involvement. 

 

● Finance: Biclustering can be used in the financial industry to locate groups 

of clients with comparable financial profiles and provide tailored investment 

plans and financial products that are appropriate for their requirements. 

Better investment choices and increased consumer loyalty may result from 

this. 

Overall, biclustering-based recommendation systems can be applied to a wide 

range of domains where personalized recommendations are required, and users 

and items have multiple attributes. 
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