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Abstract
Data clustering is an important activity in the field of data analytics. It can be described as unsupervised learning for grouping 
the similar objects into clusters. The similarity between objects is computed through distance measure. Further, clustering has 
proven its significance for solving wide range of real-world optimization problems. This work presents water wave optimiza-
tion (WWO) based metaheuristic algorithm for clustering task. It is seen that WWO algorithm is an effective algorithm for 
solving constrained and unconstrained optimization problems. But, sometimes WWO cannot obtain promising solution for 
complex optimization problems due to absence of global best information component and converged on premature solution. 
To address the absentia of global best information and premature convergence, some improvements are inculcated in WWO 
algorithm to make it more promising and efficient. These improvements are described in terms of modified search mecha-
nism and decay operator. The absentia of global best information component is handled through updated search mechanism. 
While, the premature convergence is addressed through a decay operator. The performance of WWO algorithm is evaluated 
using thirteen benchmark clustering datasets using accuracy and F-score parameters. The simulation results are compared 
with several state of art existing clustering algorithms and it is observed proposed WWO clustering algorithm achieves a 
higher accuracy and F-score rates with most of clustering datasets as compared to existing clustering algorithms. It is also 
showed that the proposed WWO algorithm improves the accuracy and F-score rates an average of 4% and 7% respectively 
as compared to existing clustering algorithm. Further, statistical test is also conducted to validate the existence of proposed 
WWO algorithm and statistical results confirm the existence of WWO algorithm in clustering field.
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1  Introduction

Clustering is one of important data analysis method in 
the field of data mining. It is also known as unsupervised 
learning. The aim of unsupervised learning method is to 
explore the capabilities of the data without prior informa-
tion of class label and due to this nature, these methods are 
widely adopted in machine learning field [1]. It discovers 
the unseen and unidentified pattern underlying in the given 
data, and further, partitions the data into different clusters 

based on either dissimilar characteristics or using a similar-
ity measure. The underlying pattern and structure of data 
can be used for decision making, predicting future value 
and in diagnosis process. In past few decades, clustering 
proven its potentiality in various research fields such as web 
analysis [2], business [3], marketing [4], education [5], data 
science [6], medical diagnosis [7], image segmentation [8], 
text mining [9], bioinformatics [10], wireless sensor net-
works [11], text clustering [12] and financial analysis [13] 
etc. In practice, the clustering algorithms are divided into 
five sub classes. These are (1) partitional, (2) hierarchical, 
(3) density, (4) graph, and (5) optimization-based cluster-
ing algorithms. Each sub class having different mechanism 
to work with data, advantages and shortcomings [14]. The 
Partitional algorithms divide the data into multiple horizon-
tal partitions and these partitions are optimal in nature using 
a similarity function [15]. However, these algorithms are 
sensitive to initial cluster centers, in turn, algorithm will be 
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converged on premature solution and also faced difficulty to 
partition the overlap data [16]. The hierarchical clustering 
algorithms explore the data through tree structure, but these 
algorithms cannot have prior information regarding number 
of clusters. But these algorithms are computationally exten-
sive than partitional clustering algorithms [17]. The clusters 
with arbitrary shapes are determined through density-based 
clustering algorithms and these algorithms are more efficient 
to find outliers in data. Still, these algorithms are less ade-
quate with high dimensional data and clusters with varying 
densities [18]. The graph-based clustering algorithms can be 
described as to divide the vertices into k-clusters by consid-
ering the edge structure of given graph and this arrangement 
considers many edges within each cluster and smaller num-
ber of edges in between clusters [19]. These algorithms are 
not suited well for dataset with large number of features, but 
works efficiently with minor features [20]. In present time, 
optimization-based clustering algorithms get wide attention 
from research community for solving clustering problems. 
These algorithms are more competitive than traditional algo-
rithms and provide more attractive solution for clustering 
problems [21–24]. Few of these are Tabu Search (TS) [25], 
Simulated Annealing (SA) [26], Genetic Algorithm (GA) 
[27], Artificial Bee Colony (ABC) [28–30], Arrhenius Arti-
ficial Bee Colony algorithm [31], Ant Colony Optimization 
(ACO) [32, 33], Particle Swarm Optimization (PSO) [34], 
Cuckoo Search (CS) [35], Cat Swarm Optimization (CSO) 
[36, 37], Firefly Algorithm (FA) [38, 39], Gravitational 
Search Algorithm (GSA) [40, 41], Black Hole Algorithm 
(BH) [42], Charge System Search Algorithm (CSS) [43, 
44], Teacher Learning Based Optimization (TLBO) [45], 
Artificial Chemical Reaction Optimization (ACRO) [46] and 
Big Bang-Big Crunch algorithm (BB-BC) [47, 48]. Further-
more, these algorithms consist of several inbuilt mechanisms 
for refining promise solutions and also explore the solution 
through local search and global search. The search process 
can be characterized through self-sustaining, dispersed and 
inhabitant behavior. These features made the optimization 
algorithms more powerful than traditional algorithms and 
competent to solve diverse problems. It is observed that 
exploitation and exploration are key foundations of popu-
lation and meta-heuristic algorithms. The exploitation can 
be interpreted as discovering the candidate solution near to 
current solution, whereas, exploration can be described as 
searching of new candidate solution distant from the current 
solution location. To achieve the good solution for optimiza-
tion problems, exploitation and exploration processes should 
be balanced [27]. The several other factors also consider 
for balancing the aforementioned processes such as search-
ing the problem space, conflicts search objectives, domi-
nating factors of search process. Several studies have been 
reported for effective balancing of the search processes of 
meta-heuristic and population-based algorithms [44]. The 

other aspect of meta-heuristic algorithm is stagnant in local 
optima [45]. It can be described as no change in the fit-
ness function/cluster allocation in successive iterations. It 
also occurs due to lack of population diversity during the 
execution of algorithms. The local optima can affect the final 
optimal solution and also lead to premature convergence of 
algorithms. Several researchers focused on well-known local 
optima problem of clustering algorithm and presented some 
intelligent and effective solutions and strategies to overcome 
this problem [48]. The initialization sensitivity can also be 
considered as one of important problem related to clustering 
algorithm [49]. As, all clustering algorithm especially parti-
tional clustering choose the initial cluster centers in random 
order and these selected centers have great impact on the 
final optimal solution. The empirical studies also considered 
this issue of clustering algorithm and reported promising 
solution for the same [50, 51].

In recent time, an algorithm inspired through water waves 
is developed, called water wave optimization (WWO) algo-
rithm [52]. WWO attracts the attention of research commu-
nity due to ease of implementation and simplicity. The key 
features of WWO algorithm are its diversity and adaptation 
mechanisms which makes the algorithm more suitable for 
diverse applications. In turn, wide range of optimization 
problems have been solved using WWO such as scheduling 
problems [52, 53], radio cognitive system [54], global opti-
mization [55], multi objective optimization [56], parameter 
optimization of neural network [57], reactive power dispatch 
problem [58], feature selection [59], congestion control and 
quality of service in Wireless sensor networks [60], etc. 
However, WWO algorithm achieves at par results for most 
of optimization problems, but sometimes its performance is 
affected due to absentia of the global best information and 
converged to premature solutions [61, 62].

1.1 � Motivation and contribution of work

This research aim is to address the premature convergence 
and absentia of global best information issues of WWO 
algorithm. It is seen that due to aforementioned issues, 
sometimes WWO algorithm could not attain global optimal 
solution and converged on local best solution [61]. It is also 
observed that premature convergence issue occurs due to 
lack of balance between local and global searches. So, this 
study also investigates the balancing factor between local 
and global searches. Furthermore, for enhancing the bal-
ance between local and global searches and also to handle 
premature convergence, a decay operator is incorporated into 
WWO algorithm. The aim of decay operator is to maintain 
the balancing between local and global searches; and explore 
search space effectively for addressing premature conver-
gence issue. The absence of global best information issue is 
resolved through Particle Swarm Optimization (PSO) based 
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search mechanism. The aim of this search mechanism is to 
guide the search towards the global optimal solution. Finally, 
the capabilities of improved WWO are explored for solv-
ing data clustering problems. Several benchmarks cluster-
ing datasets are taken into consideration for evaluating the 
performance of WWO algorithm. The simulation results 
are compared with wide range of meta-heuristic clustering 
algorithms. The key points of this research work are sum-
marized as:

•	 To incorporate a decay operator into WWO algorithm 
for effectively balancing the local and global searches as 
well as premature convergence.

•	 The global search mechanism of WWO is improved 
through PSO based search mechanism. The algorithm 
adopts decay operator to make a balance between explo-
ration and exploitation.

•	 The capability of improved WWO algorithm is explored 
for solving data clustering.

•	 Thirteen benchmark clustering datasets are considered 
for evaluating the performance of WWO algorithm.

•	 The statistical analysis is also performed for validating 
the proposed WWO algorithm.

1.2 � Organization of paper

The remaining section of paper is organized in the following 
manner. Section 2 discusses the related works in the direc-
tion of partitional clustering algorithms along with research 
gap. Section 3 describes the basic WWO algorithm. Sec-
tion 4 gives the description of improvements and proposed 
WWO algorithm with flowchart. Section 5 demonstrates 
the experimental results of proposed WWO clustering algo-
rithm. Finally, the work is concluded with future scope in 
Sect. 6.

2 � Literature review

2.1 � Related works

This section discusses the various recent related works for 
partitional clustering.

Singh [63] introduced harris hawk’s optimization (HHO) 
algorithm for solving data clustering problems in efficient 
manner. Further, this work considers a chaotic sequence 
number for guiding the search pattern of HHO algorithm 
and also overcomes the dependency of HHO algorithm 
on random numbers. The performance of HHO algorithm 
has been evaluated using twelve benchmark datasets and 
compared with six state of art techniques. The efficacy of 
proposed HHO algorithm is validated using several perfor-
mance measures and statistical test. These tests confirm the 

effectiveness of HHO algorithm for solving data clustering 
problems.

For improving the effectiveness and efficiency of cluster-
ing, Tsal et al. [64] developed a new meta-heuristic algo-
rithm, called coral reef optimization with substrate layers 
(CRO-SL) for handling large amount of data. The substrate 
layers concept integrates the particle swarm optimization 
(PSO) and genetic-k-means algorithm (GKA) for refining 
the end results. The aim of CRO-SL algorithm is to achieve 
better cluster result for big data analytics. Moreover, the pro-
posed CRO-SL algorithm is implemented on cloud platform 
for reducing the response time of data analytics. Several 
state of art clustering algorithms like k-mean, GKA, PSO, 
simple coral reef optimization (SCRO) are picked for per-
formance comparison. Seven benchmark and two artificial 
datasets are taken for implementing the CRO-SL algorithm. 
The simulation results showed that proposed CRO-SL algo-
rithm accelerates the clustering results as compared to other 
algorithm using cloud platform.

Kuwil et al. [65] designed a distance-based clustering 
algorithm, called critical distance clustering algorithm. The 
proposed algorithm considers a new objective function for 
determining the similarity between data. The objective func-
tion is devised using Euclidean distance and basic statistics 
operation of mathematics. Moreover, the proposed algorithm 
can be worked with quantitative data, not qualitative, and 
categorical data. The performance of proposed algorithm 
is examined over twenty-six experiments. The simulation 
results proved that proposed algorithm produces the compet-
itive clustering results as compared to k-means, DBSCAN 
and MST based clustering. It is also claimed that outliers 
are successfully handled through proposed distance-based 
algorithm.

Singh et al. [46] considered the slow convergence and 
local optima issues of clustering algorithms and developed 
a new heuristic algorithm, called artificial chemical optimi-
zation (ACRO) clustering algorithm. The convergence and 
local optima issues are addressed through position-based 
operator and neighborhood operator respectively. The per-
formance of ACRO algorithm is tested over five bench-
mark and two artificial datasets. The standard clustering 
algorithms are taken to compare the simulation results of 
ACRO. The results showed that ACRO algorithm obtains 
better data clustering results in terms of intra cluster distance 
and f-measure. Furthermore, Friedman statistical test is also 
applied to validate the performance of ACRO. The results 
of statistical test confirm the effectiveness of the proposed 
ACRO algorithm in clustering filed.

Baalamurugan and Bhanu [66] introduced an efficient 
stud krill herd clustering (ESKH-C) technique to address 
data clustering in cloud environment. The objective of 
ESKH-C technique is to compute the optimum locations 
of clusters centers. Further, stud selection and crossover 
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operator (SSC) has been integrated into krill herd cluster-
ing algorithm to make it more efficient. The SSC operator 
is inspired through genetic reproduction process and aim of 
this operator is to improve the convergence rate. The seven 
experiments are conducted for measuring the efficacy of 
ESKH-C algorithm. The simulation results are compared 
with k-means, PSO, ant colony optimization (ACO) and bac-
terial foraging algorithm (BFO) algorithms. The simulation 
results demonstrated that ESKH-C algorithm effectively 
works with different clusters number, densities and multi-
dimensional datasets.

Sharma and Chhabra [67] considered the lack of equiv-
alence between exploration and exploitation processes of 
clustering algorithms and developed a new clustering algo-
rithm inspired through PSO and polygamous crossover, 
called PSOPC. The seven standard clustering datasets are 
taken to implement the PSOPC algorithm and simulation 
results are compared with PSO, genetic algorithm (GA), 
differential evolution (DE), firefly algorithm (FA) and grey 
wolf optimization (GWO). The cluster distance, cluster 
quality and convergence rate measures are adopted to evalu-
ate the performance of PSOPC algorithm. It is stated that 
PSOPC algorithm outperforms in context of aforementioned 
measures.

Abdulwahab et al. [68] examined the exploration issue 
of clustering algorithms and designed an effective cluster-
ing algorithm, called Levy Flight Black Hole (LBH). The 
LBH algorithm is the combination of levy flight concept and 
black hole optimization algorithm. Authors stated that black 
hole (BH) algorithm provides superior results with bench-
mark datasets, but having lack of exploration capabilities 
for few datasets. In turn, BH algorithm cannot explore the 
search space away from the current black hole. Hence, this 
shortcoming of BH algorithm is handled through levy flight 
concept and aim of this concept is to increase the step size 
for the movement of star so that large search space can be 
explored for solution search. The performance of LBH algo-
rithm is evaluated using six standard dataset and compared 
with several clustering algorithms. The results indicated that 
LBH algorithm displays robust clustering results.

Mustafa et al. [69] taken into consideration the equiv-
alency issue of exploration and exploitation processes of 
clustering algorithm and developed an adaptive memetic dif-
ferential evolution (ADME) optimization algorithm for data 
clustering. The ADME algorithm contains the advantages of 
memetic algorithm and adaptive differential evolution (DE) 
algorithm. In ADME algorithm, adaptive differential evolu-
tion mutation strategy is employed in memetic algorithm 
for better compromise between local and global searches. 
The experimental results specified that ADME algorithm 
can obtain more accurate clustering results than ME and DE 
algorithms. Furthermore, the statistical test also validates the 
proposed ADME algorithm in clustering filed.

Tarkhaneh and Moser [70] developed an improved dif-
ferential evolution (IDE) algorithm for data clustering. IDE 
algorithm integrates Archimedean spiral, Mantegna levy 
distribution, and neighborhood search (NS) for effective 
cluster analysis, called adaptive differential evolution with 
neighborhood search (ADENS). Twelve experiments are 
conducted to investigate the performance of ADENS algo-
rithm. The results showed that ADENS algorithm archives 
superior clustering results as compared to other algorithms. 
Further, Wilcoxon and Friedman statistical tests are also 
considered to validate the ADENS algorithm. The statisti-
cal results support the existence the ADENS algorithm for 
cluster analysis.

The random selection of initial cluster centers incurs the 
premature convergence sometimes, especially in cluster-
ing algorithms. Agbaje et al. [50] investigated the afore-
mentioned issue of clustering algorithm by combining 
firefly algorithm (FA) and PSO algorithm, called FAPSO. 
In proposed FAPSO algorithm, initially FA algorithm is 
implemented to start the initial search and further, the PSO 
algorithm is employed for obtaining the optimal solution. 
The robustness of the proposed algorithm is assessed over 
twelve benchmark datasets and compared with four stand-
ard benchmark clustering algorithms. The simulation results 
illustrated that FAPSO having advantage over other cluster-
ing methods in terms of DB index and CS index.

Zhou et al. [49] investigated the dependency of K-means 
algorithm on initial solution and found that algorithm could 
be stuck in local optima if initial solution is not explored. In 
this work, authors propose an efficient algorithm inspired 
through symbiotic organism search (SOS) for data cluster-
ing. Ten experiments are conducted to examine the efficacy 
of SOS algorithm and simulation results are compared with 
DE, cuckoo search (CS), flower pollination algorithm (FPA), 
PSO, artificial bee colony (ABC), multi-verse optimizer, and 
k-means. Authors claimed that SOS algorithm generates 
more stable clustering results.

Aljarah et al. [71] inspected the trap in local optima and 
premature convergence issues of grey wolf optimizer (GWO) 
clustering algorithm. Authors stated that the aforementioned 
problems are occurred due to large number of variables. So, 
to address local optima and premature convergence issues, a 
tabu search (TS) method is incorporated in GWO algorithm, 
called TSGWO. The performance of proposed TSGWO is 
evaluated using thirteen benchmark clustering datasets and 
compared with several existing clustering algorithms. The 
simulation results showed that TSGWO achieves better con-
vergence rate as compared to same class of algorithm and 
successfully overcomes the local optima issue.

Zhu et al. [72] considered the shortcomings of bat algo-
rithm such as stagnation in local minima and accuracy, and 
developed an improved bat algorithm for effective cluster 
analysis. To alleviate the shortcomings of bat algorithm, 
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two improvements are incorporated for improving global 
and local optimum abilities. The global optimum ability 
is improved using Gaussian based convergence factor and 
five different convergence factors. Whereas, local optimum 
ability is enhanced using whale-based optimization and sine 
position updating mechanism. The seven clustering data-
sets are adopted for evaluating the performance of improved 
bat algorithm. The simulation results showed that proposed 
improvements enhance the accuracy of bat algorithm in sig-
nificant manner.

Kushwaha et al. [51] investigated the choice of initial 
cluster issue of k-means algorithm and propose electromag-
netic clustering algorithm (ELMC) to address this problem. 
The ELMC is an improved version of electromagnetic filed 
optimization algorithm. Furthermore, the diversity of ELMC 
algorithm is maintained through concept of attraction–repul-
sion. A series of experiments are conducted to measure the 
efficiency of proposed ELMC algorithm and simulation 
results are compared with ACO, KFCM, KFC, PCM, and 
standard k-means clustering algorithms. It is observed that 
ELMC algorithm achieves more stable clustering results 
than other algorithms.

Senthilnath et al. [73] adopted flower pollination algo-
rithm (FPA) for addressing the data clustering problem. The 
FPA algorithm is inspired through pollination process of 
flower. The objective of FPA algorithm is to compute the 
optimal cluster centers. The performance of FPA is evalu-
ated using three clustering databases and compared with 
GA, PSO, CS, spider monkey optimization (SMO), GWO, 
DE, harmony search and bat algorithm. The simulation 
results demonstrate that FPA algorithm having minimum 
classification error as compared to rest of algorithms. Fur-
thermore, statistical test is also employed to validate the 
effectiveness of FPA clustering algorithm. The statistical 
test proved that FPA is an effective algorithm to deal data 
clustering problem.

Mageshkumar et al. [74] developed a hybrid meta-heu-
ristic algorithm for improving the efficacy of data cluster-
ing. The proposed hybrid algorithm integrates the important 
capabilities of ant lion optimization (ALO) algorithm with 
ant colony optimization (ACO) algorithm, called ACO-
AOL. Furthermore, local minima problem overridden 
through Cauchy mutation operator. The four experiments 
are conducted to evaluate the performance of ACO-AOL 
algorithm and compared with K-means and ACO clustering 
algorithm. The simulation results showed that ACO-AOL 
algorithm obtains superior clustering results.

Kaur et al. [75] examined the local optima and slow con-
vergence issues of K-means algorithm, especially for larger 
datasets and develop a new clustering algorithm based on 
chaos optimization and flower pollination algorithm, called 
chaotic FPA (CFPA). The sixteen datasets are considered to 
tested the performance of CFPA algorithm. The simulation 

results are compared with FPA, CS algorithm, BH algo-
rithm, BA, PSO, FA and ABC clustering algorithms. The 
efficacy CFPA is measured using cluster integrity, execution 
time, number of iterations to converge (NIC) and stability 
performance measures. The simulation results showed that 
CFPA algorithm achieves better clustering results than other 
algorithms in terms of cluster integrity and execution time.

Xie et al. [76] investigated the sensitivity towards ini-
tial clusters and local optima problems of clustering algo-
rithms and provide the solution by developing two variants 
of FPA algorithm, called inward intensified exploration 
FPA (IIEFPA) and compound intensified exploration FPA 
(CIEFPA). Further, the matrix-based search parameters and 
dispersing mechanisms are incorporated for improving the 
global and local searches of proposed variants of FPA. The 
fifteen datasets are adopted to assess the effectiveness of 
FPA variants. The simulation results showed that proposed 
FPA variants exhibit superior clustering results as minimum 
distance and higher accuracy rate than other algorithms.

Huang et al. [77] developed a memetic clustering algo-
rithm based on PSO and GSA, called the memetic parti-
cle gravitation optimization (MPGO) algorithm. The aim 
of this algorithm is to perform efficient search and faster 
convergence. The important aspects of MPGO algorithm 
are highlighted as hybrid operation and enhanced diversity 
mechanism. The performance of MPGO is evaluated on six 
benchmark clustering datasets and compared with K-means, 
PSO, GSA], BH algorithm and WOA algorithm. The simula-
tion results stated that MPGO outperforms than other algo-
rithms in terms of better fitness function and more accurate 
clustering rate.

Dinkar and Deep [78] addressed the local optima and 
slow convergence issues of clustering algorithm and develop 
an improved ant lion optimization (ALO) algorithm, called 
OB-C-ALO, for performing data clustering in efficient 
manner. To make the algorithm more competitive, two 
amendments are integrated into ALO algorithm. These 
amendments are i) employ of Cauchy mutation operator for 
handling problem of local minima, and ii) utilizes opposi-
tion-based learning for addressing slow convergence rate. 
The six experiments are conducted to evaluate the perfor-
mance of OB-C-ALO clustering algorithm. The simulation 
results are compared with AO and C-ALO clustering algo-
rithm. It is noticed that OB-C-ALO algorithm obtains more 
promising result in terms of distance than others.

To improve the global search mechanism, Abualigah 
et al. [79] proposed hybrid algorithm (H-KHA) for solving 
data clustering and text clustering problem. In this work, 
krill herd (KH) algorithm is hybridized with harmony 
search (HS). The distance factor of HS has been adopted 
for improving the global search mechanism in KH. The per-
formance has been evaluated on both seven data clustering 
datasets and six text document datasets. It is noticed from the 
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results that proposed algorithm achieves state-of art results 
in terms of accuracy and convergence rate. The statistical 
analysis shows highest rank for H-KHA using F-measure as 
compared to other clustering and optimization algorithms 
in comparison. The work can be extended by using other 
powerful local search approaches, handle different clustering 
problem and evaluation of H-KHA on benchmark function 
datasets.

A hybrid proposal distribution method for pattern rec-
ognition was developed by Zeng et al. [80]. The aim is to 
estimate segment test and control lines accurately from 
gold immunochromatographic strip (GICS) images. A new 
dynamic state-space model has been adopted to describe 
relation between contour points on upper and lower bound-
aries using transition equation for test, and control lines. 
With uniformity measure and class variance, new obser-
vation equation has been developed. Further, deep-belief-
network-based particle filter (DBN-PF) has been adopted 
to fins initial recognition and regions of high likelihood. 
The experimentation has been done using artificial data-
set and GICS image. From the results, it is evaluated that 
proposed approach has resulted in superior performance for 
GICS images and significant improvement has been shown 
in terms of several indices. Further, this can be used with 
other approaches to combat the problems of particle filters.

Zeng et al. [81] proposed a dynamic-neighborhood-based 
switching PSO (DNSPSO) algorithm for improving explora-
tion ability. The proposed algorithm has adopted dynamic 
neighborhood strategy to adjust personal and global best 
positions to overcome premature convergence problem. A 
new learning strategy has been developed to select accel-
eration coefficients, and update velocity in order to search 
the complete search space. Further, differential evolution 
method has been utilized for improving the diversity of 
PSO. The performance has been evaluated using fourteen 
benchmark functions. The experimental results have demon-
strated that proposed algorithm gives 100% successful rate 
and overall ranks second for success performance on all 
benchmark functions. The DNSPSO can be applied to other 
research areas such as self-organizing RBF neural network, 
moving horizon estimation etc.

Abualigah [82] provided a comprehensive survey of 
group search optimizer (GSO). The various variants of GSO, 
results and its applications have been discussed from the 
year 2009 to 2020. From the set of candidate solution, GSO 
algorithm is able to find best solution. It helps to determine 
maximum or minimum objective function to solve the opti-
mization problem. From the survey, it has been noticed that 
GSO is competent and gives promising results as compared 
to similar optimization algorithms. The study concludes that 
significant improvement can be done in the performance 
by enhancing GSO algorithms with different modifica-
tions, improvements, hybridizations or as per the need of 

the problem. It can be employed for solving multi-objective 
problems, and unsolved optimization problems by GSO. It 
can be modified for real-world problems.

A comprehensive review of multi-verse optimizer algo-
rithm (MOA) from March-2015 till April- 2019 was pre-
sented by Abualigah [83]. The various features, advantages, 
disadvantages and its applications have been discussed. The 
study has also discussed various variants of MOA including- 
binary, hybridized, modified, multiobjective and chaotic. 
The performance of MOA has been evaluated for unimodal 
and multimodal functions; and compared to other related 
approaches. It has been depicted that MOA gives high explo-
ration ability along with adjustable convergence rates. The 
study presents various future directions. It can be modified 
to solve real-world optimization problems and unsolved 
optimization problems. Further, it can be hybridized with 
other methods like hill climbing, differential evolution for 
significant improvement of results.

Zeng et al. [84] developed a framework for diagnosis 
of Alzheimer’s disease (AD) and mild cognitive impair-
ment (MCI). The model consists of pre-processing mag-
netic resonance (MRI) images, feature extraction, principal 
component analysis, and support vector machine (SVM). 
The proposed model has adopted switching delayed with 
PSO(SDPSO) in order to optimize SVM parameters. The 
proposed model has been evaluated over MRI scans taken 
from Alzheimer’s Disease Neuroimaging Initiative (ADNI) 
dataset for classification od AD and MCI. The results dem-
onstrate that the developed framework gives the classifica-
tion accuracies of 69.2308% for stable MCI (sMCI) vs pro-
gressive MCI (pMCI), 81.25% for Normal Control (NC) vs 
AD, 76.9231% for NC vs sMCI, 85.7143% for NC vs pMCI, 
71.2329% for sMCI vs AD and 57.1429% for pMCI vs AD. 
The proposed method can be investigated with deep learn-
ing methods and also positron emission tomography (PET) 
image can be considered for AD diagnosis problems.

2.2 � Research gaps

This subsection focuses on the research gaps in the existing 
studies. In related works section, twenty recently published 
research articles are discussed to determine the research gaps 
and all these articles are published in journals of repute. 
Through literature review, it is observed that data clustering 
problem attracts the wide attention from research commu-
nity and large number of algorithms are reported for solv-
ing the data clustering problem in efficient manner. Further, 
Table 1 demonstrates the pros and cons of the metaheuris-
tic algorithms as well as clustering problem. The several 
points are noted regarding clustering algorithms and data 
clustering problem and can be summarized as (1) recently, 
meta-heuristic algorithms take over the traditional algorithm 
for solving data clustering problems, (2) meta-heuristic 
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algorithms provides more effective and promising solution 
for data clustering than traditional algorithm due to inbuild 
local and global search mechanisms, (3) hybridization of 
different algorithms improve the performance as compared 
to stand alone algorithms, and (4) both simulation and sta-
tistical results are considered to validate the performance 
of clustering algorithms. Apart from these benefits, several 
issues are also associated with meta-heuristic algorithms 
such as (1) balance factor between local and global search, 
(2) stagnation in local minima, (3) sensitive to initial clus-
ters selection, and (4) premature convergence due to lack of 
diversity in population. These issues affect the performance 
of meta-heuristic algorithm especially for solving data clus-
tering problems. Lot of works have been reported on local 
minima and effective balancing between local and global 
search mechanisms. However, this work addresses the pre-
mature convergence and global best information issues of 
clustering algorithm. The premature convergence problem 
will be alleviated through a decay operator, whereas, global 
best information will be incorporated through an improved 
solution mechanism. This work introduces a water wave 
optimization (WWO) algorithm for solving data clustering 
problem in effective manner and the capability of WWO 
algorithm is improved through decay operator and improved 
solution search mechanism.

3 � Water wave optimization

This section presents the basic Water Wave Optimization 
(WWO). WWO is a metaheuristic algorithm inspired by 
water wave theory for solving global optimization problems 
[52]. WWO considers solution space similar to a seabed 
area where each solution represents a “wave” using height 
(h) and wavelength (λ). The fitness of each wave is meas-
ured using seabed depth and shorter distance to still water 
level represents the higher fitness. The population of WWO 
algorithm is described in terms of waves and each wave is 
represented through hmax and λ equal to 0.5. In WWO, three 
operations are defined for attaining global optimum such 
as propagation, refraction, and breaking at each iteration. 
In propagation operation, a new wave (X’) is created using 
displacement at each dimension (d) for each wave (X) and 
added to the original wave as given in Eq. 1.

where rand is random function for generating random num-
bers in specified range and Ld is the length for dth dimen-
sion of search space. The fitness ( f(X�) ) of new wave (X’) is 
higher than the fitness ( f(X) ) of old wave (X), then replace 
old wave (X) by new wave (X’) and reset height to hmax; 
Otherwise, wave height is decreased by one.

(1)X� = X + rand (−1, 1) × λ × Ld

As deep-water waves have low wave heights and long 
wavelengths. Similarly, shallow water waves have low 
wave heights and short wavelengths. So, wavelength 
decreases if the wave moves from deep water to shallow 
water. The wavelength (λ) of each wave is calculated using 
Eq. 2.

where fmax is maximum and fmin is minimum fitness value 
within the current population, α is wavelength reduction 
coefficient parameter, and ε is a small constant used to avoid 
division-by-zero, f(X) is the fitness of wave X. This helps the 
propagation of higher fitness waves within smaller ranges 
and smaller wavelengths.

The refraction operator is adopted when waves height 
decreases to zero. The new wave (X’) is calculated using 
a Gaussian function described in terms of mean and stand-
ard deviation.

In Eq. 3, μ can be described as Mean, whereas σ can 
be defined as standard deviation and these are computed 
using Eqs. 4, 5.

The mean (μ) is computed using present wave (X) and 
best wave (Xbestd). The standard deviation ( σ ) can be 
described as difference between the best wave (Xbestd) and 
present wave (X). Further, the wave height is reset to hmax, 
and wavelength is set using Eq. 6.

In Eq. 6, λ� is the wavelength of next wave, f(X�) is 
the fitness of the new wave (X’), f(X) is the fitness of the 
old wave (X) and λ is the previous wavelength. In WWO, 
breaking operator breaks the wave (X), when it attains the 
better location than the current best solution (Xbest). The 
solitary wave (X’) is computed using Eq. 7.

where β denotes the breaking coefficient, Gaussian(0, 1) 
generates the random number in the range of 0 and 1. If the 
wave X’ is better than X, then it replaces X. The pseudocode 
of WWO is mentioned in Algorithm 1.

(2)λ = λ × α
−(f(X)−fmin+ε)

(fmax−fmin+ε)

(3)X� = Gaussian(μ, σ)

(4)μ =
Xbestd + Xd

2

(5)σ =
Xbestd − Xd

2

(6)λ� =
f(X)

f(X�)

(7)X� = X + Gaussian(0, 1) × β × Ld
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Step 3: For each X ε P do
Step 4:  Propagate X to new X’ using equation 1
Step 5:  If f(X’)>f(X) then
Step 6:    If f(X’)>f(X*) then
Step 7:       Break X’ using equation 7
Step 8:       Update X* with X’
Step 9:    Replace X with X’
Step 10: Else
Step 11:  Decrease X.h by 1
Step 12:  If X.h=0 then
Step 13: Refract X to new X’ using equation 5 and 6
Step 14: Update wavelength using equation 2
Step 15: Return X*

Algorithm 1: Pseudocode of WWO algorithm
Step 1: Initialize the population P of n waves randomly
Step 2: While stop criterion is not satisfied do

improvements in the WWO algorithm for addressing weak 
global search mechanism and premature convergence are 
discussed below.

4.1.1 � Decay operator

The issue associated with the WWO algorithm is premature 
convergence. In the refraction phase, the height of the wave 
is continuously decreased and suddenly, it becomes zero. In 
turn, the algorithm converges without attaining the global 
best solution. Further, it is observed that WWO algorithm 
is not explored the entire search space effectively due to 
small step size and in turn, local search and global search 
become imbalance. Hence, to overcome the aforementioned 
problems, a decay operator is integrated with the location 
updated equation of wave in the refraction phase and also to 
increase the step size. The updated location search equation 
is given as:

In Eq. 8, ρ denotes as decay operator and it can be defined 
as ρ ∈ [0, 1] and ΔX represents the difference between two 
consecutive waves, X represents the current wave and X∗ 
denotes local best wave.

(8)X� = N

(
X∗ + X

2
,
||X

∗ − X||
2

)

×
[
(1 − ρ) + ΔX

]

4 � Proposed WWO clustering algorithm

This section presents a water wave optimization-based 
clustering algorithm for data clustering problems and also 
highlights the modification incorporated in WWO algo-
rithm. Subsection 4.1 presents the proposed modifications 
in WWO, while, the steps of WWO clustering algorithm and 
flowchart is mentioned in subsection 4.2.

4.1 � Proposed modifications

WWO consists of three phases i.e., propagation, refraction, 
and breaking. WWO algorithm having a strong local search 
mechanism, but the global search mechanism is weak [62]. 
Through literature, it is revealed that the PSO algorithm 
consists of a strong global search mechanism [85]. Hence, 
to improve the global search mechanism of WWO and also 
determine the optimal solution, an updated solution search 
equation inspired through PSO is designed for the propa-
gation phase of the WWO algorithm. It is also observed 
that the WWO algorithm is also suffered from premature 
convergence problems due to the refraction phase [61]. In 
the refraction phase, wave heights decrease continuously, 
suddenly tends to zero and algorithm converges without 
obtaining the optimal solution. So, to overcome the prema-
ture convergence problem, a decay operator is proposed in 
the refraction phase of the WWO algorithm. The proposed 
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4.1.2 � Global best information component

To improve the global search mechanism of the WWO 
algorithm, an updated search equation is proposed to deter-
mine the optimal solution. The aim of this equation is also 
to guide the direction of search towards an optimum solu-
tion and exploit the entire search space. The solution search 
equation of WWO algorithm is given as Eq. 1.

where in Eq. 1, X′ describes the new wave, X denotes 
the current wave, rand function generates a random num-
ber in the interval of − 1 to 1, L(d) denotes the length of 
search space and λ describes wavelength. Through Eq. 1, it 
is observed that the new wave is generated using old wave, 
random function, and wavelength. It is noticed that the new 
wave is generated without any guidance of global best and 
local best information of wave. In turn, the global explora-
tion capability of WWO is affected. Hence to improve the 
global search mechanism, an updated search equation is 
developed based on the PSO concept which is mentioned 
in Eq. 9.

4.1.3 � Improved WWO cluster formulation

This research work applies improved WWO for solving data 
clustering problems. In data clustering, a dataset consists of 
n number of data objects such as ( X = X1,X2, X3 …Xn) and 
d number of dimensions i.e., ( X = X1.1, X1,2, X1,3 …X1,d) . 
Each data object is repersented using Xi,j, where Xij repre-
sents ith object with jth dimension. The vector representation 
of data is given as Xi,j = Xi,1, Xi,2 …Xi,3..Xi,d . The objec-
tive of data clustering is divided the dataset into K distinct 

(9)X� = X + Cbest + rand(−1, 1) × λ × L(d)

clusters such as ( C = C1,C2,C3,… ,C
K

 . In this work, wave 
is considered as cluster Ck ∈ (k = 1, 2,… , K) . The aim 
is to arrange the data objects X ∈

(
X1,X2, X3 …Xn

)
 into 

cluster C ∈
(
C1, C2, C3 …CK

)
 with minimum distance. The 

distance between the data objects and clusters is computed 
using Eq. 10.

where D
(
Xi, Ck

)
 denotes distance between ith data object 

and kth cluster, Xiand Ck denote ith data object of data-
set (X) and kth cluster (C). After computing the distance 
between data objects and each cluster center, the data objects 
are assigned to clusters using minimum distance. The accu-
racy of clusters is evaluated using assigned data objects. 
Further, the computational steps of WWO algorithm are 
used to determine the updated cluster positions. Again, the 
distance between the data objects and new cluster centers are 
computed and assigned the data objects to nearest clusters. 
The above-mentioned process is repeated until either opti-
mal cluster centers are not obtained or termination condition 
occurs. Hence, the WWO algorithm is used to obtain optimal 
cluster center such that higher accuracy can be achieved.

4.2 � Computational steps of improved WWO 
algorithm

The algorithmic steps of the proposed WWO algorithm are 
mentioned in Algorithm 2, while flowchart of proposed 
WWO algorithm for cluster analysis is shown in Fig. 1.

(10)D
(
Xi, Ck

)
=

√√√
√

d∑

j=1

(
Xij, Ckj

)2

Table 2   Descriptions of different clustering datasets

Sr. no. Datasets Clusters (K) Instances Dimension

1 Iris 3 150 4
2 Wine 3 178 13
3 Vowel 6 871 3
4 Balance 3 625 4
5 Glass 7 214 9
6 CMC 3 1473 9
7 Thyroid 3 215 5
8 Dermatology 6 358 34
9 BC 2 683 9
10 WDBC 2 569 30
11 LD 2 345 6
12 Heart 2 270 13
13 Diabetes 2 768 8

Table 3   Parameter setting for 
proposed WWO

Parameter Value

hmax 12
α 1.2
kmax 12
β Linearly 

decreases from 
0.25 to 0.01

n 10
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Fig. 1   Flowchart of proposed 
WWO algorithm for clustering
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Algorithm 2: Pseudocode of Improved WWO algorithm
Step 1: Initialize the population of wave (C) such as Cj ∈

(j =  1, 2, ..., n)

Step 2: Evaluate the objective function value using equation 10. 
Step 3: Assign the data instance to different waves using minimum 

objective function value and determine the best wave (Cbest

).
Step 4: While (stopping condition is not met), do the following
Step 5: For each wave x ∈ C

Step 6: Propagate the wave  to a new position  using equation  (x) x′

9.  
Step 7: If  thenf(x′) > f(x)

Step 8:  If f(x′) > f(x ∗ )

Step 9:   Break the wave  using equation 7.x′

Step 10:   Update the  with x ∗ x′

Step 11:  Replace x with .  x′

Step 12: Else, Refract the wave ( ) to new  using equations 8 and x x′

6.
Step 13: Update the wavelength using equation 2. 
Step 14: Determine the best wave ( )Cbest

Step 15: End while
Step 16: Compute the optimum position of waves

Table 4   Demonstrate 
experimental results of the 
proposed WWO clustering 
algorithm in contrast to existing 
clustering algorithms based 
on the accuracy performance 
metric

Bold indicates best values obtained by the algorithms for particular dataset

Dataset Algorithm

FCM PSO K-means GA WWO Proposed WWO

Iris 99.33 84.13 78.53 78.34 85.23 93.21
Wine 70.22 67.94 67.61 65.73 66.82 74.63
Vowel 78.68 84.91 73.45 84.7 84.66 89.47
Balance 86.64 89.76 84.99 78.62 85.93 88.78
Glass 60.35 58.02 62.45 57.27 64.64 68.81
LD 96.19 91.05 69.15 92.32 92.78 96.51
BC 55.36 91.4 90.96 92.52 92.47 94.32
CMC 39.71 41.97 35.66 43.05 42.54 48.23
Thyroid 86.05 85.43 83.32 87.32 88.63 90.23
Heart 58.89 84.18 66.27 86.48 85.91 88.64
Dermatology 56.82 85.61 59.53 72.43 88.21 90.55
WDBC 85.24 80.22 61.45 82.56 86.78 91.67
Diabetes 89.25 90.15 67.33 88.35 91.29 94.02

5 � Experimental results and discussion

This section presents the experimental results of the proposed 
WWO clustering algorithm. The performance of the proposed 
algorithm is assessed over thirteen benchmark clustering 

datasets. These datasets were extracted from the UCI reposi-
tory. Table 2 presents descriptions of these datasets. The pro-
posed algorithm has been implemented on window operating 
system in MATLAB 2010a on corei5 processor with 4 GB. 
Table 3 gives the parameter setting for proposed WWO. 
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Whereas the parameter values for the compared algorithms 
are taken the same as reported in corresponding literature Fur-
ther, accuracy and f-score parameters are employed to evaluate 
the performance of the proposed algorithm. The experimen-
tal results are compared with various existing meta-heuristic 
clustering algorithms. Results are taken as an average of thirty 
independent runs.

5.1 � Performance measures

This subsection describes performance measures to evalu-
ate the proposed WWO clustering algorithm. Accuracy and 
f-score are taken as performance measures.

Accuracy It determines the correctness of an algorithm as 
compared to true class labels. Accuracy can be described as 

the true label of an object “i” to cluster “c” is matched with 
cluster label using the map function. Clustering results are 
accurate when a high value of accuracy is obtained.

F-Score It is computed as the harmonic mean of precision 
and recall for testing the accuracy of the algorithm. Preci-
sion is calculated using the number of true positive results 
divided by the number of all true positive results. The recall 
represents the number of true positives divided by the num-
ber of all relevant results.

(11)Accuracy =

n∑

i=1

δ(Truelabel, map(c))∕n

Table 5   Demonstrate 
experimental results of the 
proposed WWO clustering 
algorithm in contrast to existing 
hybrid clustering algorithms 
based on the accuracy 
performance metric

Bold indicates best values obtained by the algorithms for particular dataset

Dataset Hybrid Algorithm

Fuzzy-PSO KFCM Fuzzy-MOC PSO-GA Proposed WWO

Iris 67.33 83.33 92.666 87.56 93.21
Wine 70.25 71.91 73.03 69.34 74.63
Vowel 76.27 63.31 79.82 86.28 89.47
Balance 84.12 71.12 81.44 86.42 88.78
Glass 60.29 50 70.79 64.09 68.81
LD 96.69 74.96 96.49 93.05 96.51
BC 55.36 55.36 53.62 94.59 94.32
CMC 43.11 38.97 45.96 44.52 48.23
Thyroid 58.14 56.28 64.19 88.85 90.23
Heart 58.89 76.3 61.48 85.61 88.64
Dermatology 27.65 25.42 35.2 88.35 90.55
WDBC 85.24 65.73 87.35 85.32 91.67
Diabetes 90.34 91.22 92.67 91.25 94.02

Table 6   Illustrates the 
experimental results of the 
proposed WWO clustering 
algorithm in contrast to other 
existing clustering algorithms 
based on the F-Score measure

Bold indicates best values obtained by the algorithms for particular dataset

Dataset Algorithm

FCM PSO K-means GA WWO Proposed WWO

LD 0.516 0.493 0.467 0.482 0.532 0.585
BC 0.958 0.814 0.829 0.819 0.894 0.963
CMC 0.357 0.331 0.334 0.324 0.371 0.509
Thyroid 0.480 0.778 0.731 0.763 0.748 0.812
Heart 0.422 0.521 0.319 0.401 0.726 0.821
Dermatology 0.293 0.255 0.213 0.223 0.283 0.317
WDBC 0.131 0.661 0.903 0.589 0.669 0.893
Diabetes 0.221 0.325 0.13 0.224 0.334 0.481
Iris 0.778 0.782 0.778 0.776 0.784 0.793
Wine 0.520 0.518 0.521 0.515 0.522 0.531
Vowel 0.649 0.659 0.652 0.647 0.651 0.655
Balance 0.734 0.746 0.724 0.716 0.721 0.744
Glass 0.548 0.573 0.563 0.561 0.576 0.611
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5.2 � Results and discussion

The results of proposed WWO clustering algorithm are 
compared with ten benchmark algorithms. Out of nine algo-
rithms, five are popular benchmark clustering algorithms, 
these are K-Means, FCM, PSO, WWO and GA. Rest of are 
popular hybrid variant algorithm of aforementioned algo-
rithms, these hybrid algorithms are Fuzzy-PSO, KFCM, 
Fuzzy-MOC, and PSO-GA. The results are presented in the 
form of average accuracy and f-measure.

Table 4 presents the experimental results of the proposed 
WWO clustering algorithm and other existing clustering 
algorithms like FCM, PSO, K-Means, GA and WWO using 
accuracy parameter. It is observed that the proposed WWO 
clustering algorithm obtains significant results with most 
of datasets except iris and balance datasets. The proposed 
algorithm achieves higher accuracy results in comparison in 
contrast to other existing clustering algorithms. For iris data-
set, FCM algorithm achieves higher accuracy i.e. 99.33%, 
but the proposed WWO algorithm obtains 93.21% accuracy 
rate i.e. second highest accuracy rate among all other algo-
rithms. The PSO algorithm obtains better accuracy rate i.e. 
89.26% for balance dataset, while proposed WWO cluster-
ing algorithm obtains 88.78% accuracy rate. It is observed 
that performance of PSO algorithm is slightly better than 
proposed WWO algorithm using balance dataset. Table 5 
provides the comparative results of proposed WWO cluster-
ing algorithm and some popular hybrid algorithms such as 
Fuzzy-PSO, KFCM, Fuzzy-MOC and PSO-GA using accu-
racy parameter. The significant results are obtained by the 
proposed algorithm using most of datasets. It’s also revealed 

(12)F − Score = 2
precision*recall

precision + recall

that proposed WWO clustering algorithm is not obtained 
better results (highest accuracy rate) for glass, LD, and BC 
datasets. It is observed that Fuzzy-MOC algorithm obtains 
better accuracy rate (70.79) for glass dataset as compared to 
WWO clustering algorithm (68.81). For LD dataset, Fuzzy-
PSO algorithm archives highest accuracy (96.69), while 
WWO clustering algorithm obtains 96.51% accuracy rate. 
For BC dataset, PSO-GA obtains best accuracy rate (94.59), 
whereas, the accuracy rate of proposed WWO clustering 
algorithm is 94.32. But it is seen that performance of pro-
posed WWO algorithm having almost similar to Fuzzy-PSO 
and PSO-GA in case of LD and BC datasets.

F-score is also an important performance measure to 
assess the performance of the clustering algorithm. It con-
siders precision and recall for evaluating the performance of 
the proposed algorithm and provides more accurate results 
as compared to accuracy as a measure. Table 6 illustrates 
experimental results based on the F-Score measure. The 
proposed clustering algorithm obtains a higher F-Score rate 
in contrast to other existing clustering algorithms except on 
vowel and balance datasets. For vowel and balance data-
sets, PSO algorithm achieves higher f-score rate (0.659 
and 0.746) as compared to other clustering algorithms. It is 
also seen that proposed algorithm obtains 0.655 and 0.744 
f-score rate for vowel and balance datasets. On comparing 
the results of PSO and proposed WWO algorithms, it can be 
stated that performance of PSO is not far better with respect 
to WWO clustering algorithm, both algorithms having 
similar performance in case of vowel and balance datasets. 
Table 7 presents the simulation results of proposed WWO 
clustering algorithm with respect to some popular hybrid 
clustering algorithms such as Fuzzy-PSO, KFCM, Fuzzy-
MOC and PSO-GA using f-score parameter. Its claimed that 
proposed WWO algorithm attains higher accuracy rate for 
LD, BC, CMC, Heart, Dermatology, WDBC, Diabetes, Iris, 

Table 7   Illustrates the 
experimental results of the 
proposed WWO clustering 
algorithm in contrast to other 
existing hybrid clustering 
algorithms based on the F-Score 
measure

Bold indicates best values obtained by the algorithms for particular dataset

Dataset Hybrid algorithm

Fuzzy-PSO KFCM Fuzzy-MOC PSO-GA Proposed WWO

LD 0.484 0.438 0.587 0.498 0.585
BC 0.42 0.253 0.946 0.821 0.963
CMC 0.329 0.351 0.502 0.335 0.509
Thyroid 0.23 0.199 0.698 0.837 0.812
Heart 0.422 0.76 0.61 0.525 0.821
Dermatology 0.168 0.258 0.222 0.261 0.317
WDBC 0.131 0.633 0.871 0.656 0.893
Diabetes 0.325 0.225 0.33 0.350 0.481
Iris 0.795 0.783 0.791 0.790 0.793
Wine 0.523 0.521 0.527 0.524 0.531
Vowel 0.651 0.646 0.650 0.653 0.655
Balance 0.746 0.727 0.749 0.735 0.744
Glass 0.568 0.493 0.601 0.604 0.611
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Fig. 2   a–h Illustrate the cluster-
ing of different clustering data-
sets (LD, BC, CMC, Thyroid, 
Heart, Dermatology, WDBC, 
and Diabetes) proposed WWO 
based clustering algorithm
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Fig. 3   a–e Demonstrate clustering of data objects using WWO based clustering algorithm for Iris, Wine, Vowel, Balance, and Glass datasets
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Wine, Vowel, and Glass datasets than other clustering algo-
rithms. For rest of datasets, the proposed WWO algorithm 
does not obtains higher accurate results, but still competitive 
as compared to most of clustering algorithms. The PSO-GA 
algorithm achieves higher f-measure rate (0.837) than other 
clustering algorithms for thyroid dataset, but the proposed 
algorithm obtains second highest f-measure rate (0.812). 
For iris and balance datasets, Fuzzy-PSO and Fuzzy-MOC 
clustering algorithms obtains better f-measure rates (0.795 
and 0.749) respectively, while proposed WWO algorithm 
achieves 0.793 and 0.744 f-measure rates. Hence, it is stated 
that proposed algorithm is also a competitive algorithm for 
such datasets. It can be stated that the proposed WWO clus-
tering algorithm is one of the robust, viable, and efficient 
technique for analyzing benchmark clustering datasets.

Figure 2a–h illustrates the categorization of healthcare 
data using the proposed WWO clustering algorithm. Fig-
ure 2a considers the diabetes dataset and proposed clustering 
algorithm groups data into 2 clusters (i) diabetes and (ii) 
non-diabetes clusters. Figures 2b, c illustrates liver and heart 
diseases dataset in various cluster groups. It is observed that 
the proposed algorithm is capable to determine the clusters 
of healthy and non-healthy patients. Figure 2d demonstrates 
the thyroid disease dataset. The proposed clustering algo-
rithm significantly divides the thyroid disease dataset into 

three clusters i.e. normal, hyperthyroidism, and hypothy-
roidism. Figure 2e illustrates dermatology disease and it is 
observed that the proposed clustering algorithm divides it 
into 6 different clusters (1) psoriasis, (2) saboreic, (3) lichen, 
(4) pityriasis, (5) chronic and (6) pityriasis. It is being 
observed from results the proposed clustering algorithm 
well separated the dermatology data into 6 clusters. Fig-
ure 2f shows the CMC disease data. It is observed that the 
proposed clustering algorithm determines all three clusters 
in CMC dataset i.e. (1) no use, (2) long term, and (3) short 
term. Figures 2g, h illustrate the cancer and breast cancer 
datasets. It is observed that the proposed WWO clustering 
algorithm effectively analyze the both datasets. Hence, it can 
be stated that the proposed WWO clustering algorithm is an 
efficient for analyzing healthcare dataset.

Figure 3a–e demonstrates the clustering of data objects 
based on the WWO based clustering algorithm on non-
healthcare datasets. Figure 3a considers the iris dataset and 
proposed WWO algorithm groups data into 3 clusters, (1) 
setosa (2) versicolour and (3) virginica. Figure 3b, c depict 
the clustering of wine and balance datasets. The proposed 
algorithm categorizes the wine dataset into three clusters 
i.e. (1) A, (2) B and (3) C. Data objects of balance dataset 
are also divided into three clusters which are B, L, and R. 
Figure 3d demonstrates the clustering results of vowel data-
set. The proposed WWO algorithm divides the data objects 
into seven clusters i.e. (1)/i/, (2)/e/, (3)/δ/, (4)/a/, (5)/o/, and 
(6)/u/. It is also observed that the proposed algorithm sepa-
rates data objects of the vowel dataset effectively. Figure 3e 
illustrates clustering of glass dataset. The proposed algo-
rithm divides data objects into seven different clusters. It is 
also observed that one cluster is linearly separable from the 
other six clusters. Whereas, the rest of the six are non-line-
arly separable. It is stated that the proposed algorithm effec-
tively performs the clustering of data objects into different 

Table 8   Average ranking of proposed WWO and benchmark cluster-
ing algorithm using an accuracy parameter

FCM PSO K-means GA WWO Proposed WWO

3.92 3.69 5.23 4.08 2.92 1.15

Table 9   Results of the Friedman test on benchmark clustering algo-
rithms using an accuracy parameter

Method Statistical 
Value

p-Value Degree 
of free-
dom

Critical 
Value

Hypoth-
esis

Fried-
man 
Test

25.625455 1.62E−06 5 11.070504 Rejected

Table 10   Results of post hoc 
test on benchmark clustering 
algorithm using accuracy 
parameter

Techniques FCM PSO K-means GA WWO Pro-
posed 
WWO

FCM NA = + = = +
PSO = NA + = = +
K-means + + NA + + +
GA = = + NA = +
WWO = = + =` NA +
Proposed WWO + + + + + NA

Table 11   Average ranking of proposed WWO and hybrid variants of 
clustering algorithm using an accuracy parameter

Fuzzy-PSO KFCM Fuzzy-MOC PSO-GA Proposed WWO

3.75 4.42 2.92 2.67 1.25
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clusters for non-healthcare datasets. Hence, it can be said 
that the proposed WWO based clustering algorithm is an 
effective algorithm for the clustering of data objects.

5.3 � Statistical results

This subsection discusses the statistical analysis to vali-
date the performance of proposed WWO based clustering 
algorithm for various benchmark datasets. Table 8 shows 
the average ranking of the proposed WWO based cluster-
ing algorithm and other benchmark clustering algorithms in 
terms of accuracy parameter. It is seen that proposed WWO 
achieves first rank that is 1.15 among the other clustering 
algorithms. While K-means achieves the lowest among all 
the clustering algorithms in comparison with value 5.23.

Table 9 presents the statistics of Friedman test using 
accuracy parameter on benchmark clustering algorithms. 
The statistical value and critical value of Friedman Test is 
25.62545 and 11.070504 respectively with degree of free-
dom as 5, whereas p value is 1.62E−06. Hence, it can be 
stated that the null hypothesis (H0) is rejected at the confi-
dence level of 0.05. A significant difference occurs between 

the performance of the proposed WWO based clustering 
algorithm and the rest of the clustering algorithms.

Further, post hoc test is conducted to find out from where 
the differences actually came. Table 10 shows the results of 
the post hoc test on benchmark clustering algorithm using 
accuracy parameter. + symbol represents significantly differ-
ent, = represents similar and NA is not applicable. It is seen 
from the results that FCM, PSO, GA and WWO yields simi-
lar results with respect to each other, while there is signifi-
cant difference in results for K-means and proposed WWO 
with respect to FCM, PSO, GA and WWO. Thus, it is stated 
that proposed WWO outperforms the state-of-art clustering 
algorithms. The clustering algorithms are divided into five 
groups on the basis of post hoc test results. These groups are 
(FCM, PSO, GA and WWO), (K-means), (FCM, PSO, GA), 
(FCM, PSO, WWO) and (Proposed WWO). The algorithms 
lie within the group having similar performance. It is stated 
that proposed WWO algorithm is statistically different than 
other algorithms.

Table 11 shows the average ranking of the proposed 
WWO based and hybrid variants of clustering algorithms 
using accuracy parameter. It is seen that proposed WWO 
achieves first rank that is 1.25 among the other clustering 
algorithms. While KFCM achieves the lowest among hybrid 
variants clustering algorithms with value 4.42.

Table 12 presents the statistics of Friedman test using 
accuracy parameter on hybrid variants of clustering algo-
rithms. The statistical value and critical value of Friedman 
Test is 31.76834 and 9.487729 respectively with degree of 
freedom as 4, whereas p-value is 2.13E−06. Hence, it can 
be stated that the null hypothesis (H0) is rejected at the con-
fidence level of 0.05.

A significant difference occurs between the performance 
of proposed WWO based clustering algorithm and the 
hybrid variants of clustering algorithms. Further, post hoc 
test is conducted. Table 13 shows the results of the post hoc 
test on hybrid clustering algorithm using accuracy parame-
ter. It is seen that Fuzzy-PSO resulted in similar performance 
to KFCM for accuracy but Fuzzy-MOC, PSO-GA and pro-
posed WWO give significantly different results. Fuzzy-
MOC with respect to PSO-GA gives the similar results. It 
is observed that the proposed WWO clustering algorithms 

Table 12   Results of the Friedman test on hybrid clustering algo-
rithms using an accuracy parameter

Method Statistical 
Value

p-Value Degree of 
freedom

Critical 
Value

Hypoth-
esis

Friedman 
Test

31.76834 2.13E−06 4 9.487729 Rejected

Table 13   Results of post hoc test on hybrid variants of clustering 
algorithm using accuracy parameter

Techniques Fuzzy-PSO KFCM Fuzzy-MOC PSO-GA Pro-
posed 
WWO

Fuzzy-PSO NA = + + +
KFCM = NA + + +
Fuzzy-MOC + + NA = +
PSO-GA + + = NA +
Proposed 

WWO
+ + + + NA

Table 14   Average ranking of proposed WWO and benchmark cluster-
ing algorithm using an F-score parameter

FCM PSO K-means GA WWO Proposed WWO

4.12 3.38 4.35 5.15 2.77 1.23

Table 15   Results of the Friedman test on benchmark clustering algo-
rithms using F-score parameter

Method Statistical 
Value

p-Value Degree 
of free-
dom

Critical 
Value

Hypoth-
esis

Fried-
man 
Test

35.462555 1.62E−06 5 11.070504 Rejected
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performs effectively with respect to other hybrid variants of 
clustering algorithm. Further, the algorithms are grouped 
into three different categories as per the post hoc test results. 
These categories are (Fuzzy-PSO, KFCM), (Fuzzy-MOC, 
PSO-GA) and (Proposed WWO). The algorithms placed in 
same category exhibit similar performance.

The results of Friedman statistical test using the F-score 
parameter are reported in Tables 14, 15 and 16. Table 14 
depicts the average ranking of the proposed WWO based 
clustering algorithm and the other clustering algorithms. It 
is seen that the proposed algorithm obtains the first rank 

i.e., 1.23. It is also noted that the GA algorithm achieves the 
lowest rank i.e., 5.15 among other algorithms in comparison. 
Table 15 presents the statistics of the Friedman test. The sta-
tistical value of the Friedman test (0.05, 9) is 34.868132 and 
the critical value is 34.868132 with degree of freedom as 5, 
whereas the p-value is 1.62E−06. Hence, it can be stated that 
the null hypothesis (H0) is rejected at the confidence level 
of 0.05. It is stated that the performance of proposed WWO 
algorithm significantly differs from clustering algorithms 
in comparison.

Further, post hoc test is conducted using F-score param-
eter. Table 16 shows the results of post hoc test on bench-
mark clustering algorithm. It is observed that PSO, FCM, 
K-means and GA yield similar results. For most of the cases, 
GA, WWO and proposed WWO gives significantly differ-
ent results (denoted by + symbol) for F-score parameter. It 
is observed that proposed WWO algorithms performs sig-
nificantly better as compared to benchmark clustering algo-
rithms. As per the results of post hoc test, the algorithms 
are allocated to divided into six groups such as (FCM, PSO, 
K-means), (FCM, PSO, K-means, WWO), (FCM, PSO, 
K-means, GA), (K-means, GA, PSO, WWO) and (Proposed 
WWO). The proposed WWO algorithm is not grouped with 
other algorithms. Hence, it can be concluded that proposed 
WWO algorithm exhibits dissimilar performance.

Table 17 shows the average ranking of the proposed 
WWO and hybrid variants of clustering algorithm. It is 
seen that the proposed algorithm obtains the first rank i.e. 
1.46. It is also noted that the KFCM achieves the lowest 
rank i.e. 4.23 in contrast to other algorithms. Table 18 pre-
sents the statistics of the Friedman test. The statistical value 
of the Friedman test is 25.930502and the critical value is 
9.487729 with degree of freedom as 4, whereas the p-value 
is 3.27E−05. The null hypothesis (H0) is therefore rejected 
at the confidence level of 0.05.

Similarly, post hoc test is conducted using F-score param-
eter for hybrid variants of clustering algorithm. Table 19 
shows the results of the post hoc test on hybrid variants of 
clustering algorithm. It is observed that Fuzzy-PSO and 
KFC, Fuzzy-PSO and PSO-GA, Fuzzy-MOC and PSO-GA 

Table 16   Results of post hoc 
test on benchmark clustering 
algorithm using F-score 
parameter

Techniques FCM PSO K-means GA WWO Pro-
posed 
WWO

FCM NA = = + + +
PSO = NA = + = +
K-means = = NA = + +
GA + + = NA + +
WWO + = + + NA +
Proposed WWO + + + + + NA

Table 17   Average ranking of proposed WWO and hybrid variants of 
clustering algorithm using F-score parameter

Fuzzy-PSO KFCM Fuzzy-MOC PSO-GA Proposed WWO

3.85 4.23 2.54 3 1.46

Table 18   Results of the Friedman test on hybrid clustering algo-
rithms using F-score parameter

Method Statistical 
Value

p-Value Degree 
of free-
dom

Critical 
Value

Hypoth-
esis

Friedman 
Test

25.930502 3.27E−05 4 9.487729 Rejected

Table 19   Results of post hoc test on hybrid variants of clustering 
algorithm using F-score parameter

Techniques Fuzzy-PSO KFCM Fuzzy-MOC PSO-GA Pro-
posed 
WWO

Fuzzy-PSO NA = + = +
KFCM = NA + + +
Fuzzy-MOC + + NA = +
PSO-GA = + = NA +
Proposed 

WWO
+ + + + NA
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yield similar results. It is seen that Fuzzy-PSO and proposed 
WWO perform significantly differently in contrast to Fuzzy-
PSO. Also, Fuzzy-MOC, PSO-GA and proposed WWO give 
significance difference compared to KFCM. With respect 
to PSO-GA, KFCM and proposed WWO gives significance 
difference among the results and algorithms group into five 
different categories such as (Fuzzy-PSO, KFCM, PSO-GA), 
(Fuzzy-PSO, KFCM), (Fuzzy-MOC, PSO-GA), (Fuzzy-
PSO, Fuzzy-MOC, PSO-GA) and (Proposed WWO). Hence, 
the test reveals that proposed WWO performs significantly 
better in contrast to other hybrid variants of clustering algo-
rithm for F-score parameter.

6 � Conclusion

In this work, the WWO based clustering algorithm is pro-
posed for solving data clustering problems. Prior to adop-
tion, two improvements are incorporated in WWO algo-
rithm for generating more promising and efficient clustering 
results. These improvements are described in terms of an 
updated global search mechanism and decay operator. The 
objective of decay operator is to address the premature con-
vergence issue of WWO algorithm. Further, an updated 
global search mechanism based on the global best concept 
of PSO algorithm is incorporated in WWO to improve the 
accuracy rate as well as guide the global optimum solution. 
The performance of proposed WWO algorithm is assessed 
over thirteen benchmark datasets on the basis accuracy and 
F-score parameter. The simulation results of the proposed 
WWO based clustering algorithm are compared with the 
state of art clustering algorithms from the literature. It is 
observed that the proposed clustering algorithm achieves 
higher accuracy and F-score rate in contrast to other exist-
ing clustering algorithms reported in the literature. It is 
concluded that the proposed WWO clustering algorithm 
obtains better clustering results for most of the clustering 
datasets. Hence, it can be stated that the proposed WWO 
based clustering algorithm is a promising and efficient clus-
tering algorithm for analyzing the data. In future, the pro-
posed WWO algorithm can be enhanced using neighborhood 
method. Moreover, the applicability of WWO algorithm will 
be evaluated feature selection, parameter optimization and 
multi objective optimization problems.
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