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%

Q1. a) How deep learning is different from machine learning? sgfg%z_% z‘gﬁ] [CO1,
| b) Why don’t gradient descent methods always converge to the»sangfre pmﬂn’?’ [1] CO2]
¢) What is meant by ‘curse of dimensionality’? How can we sol%ﬂgf&%? - 2]
d) What are parametric models? g B 1]
Q2. a) Explain Principal Component Analysis? N [2]1 [CO1,
f1} CO2,
[2] €O3]
(3]
ii. Compute thedl; y ;imgséof the variables.
ili. What praportlon of the total variance in the data does the first
prmmpal c@mponent account for?

Q3. a) What 1sﬁ*‘act0‘1:;Ana1y513 and why use Factor Analysis? 2] [CO1,
b) Wh‘ﬁ%@fe the?usual assumptions for Factor Analysis? 3] CO2,
c)ﬁer?éﬁih%{omputatlonaI steps involved in Factor Analysis. [2] CO3]

7 %ﬁ) What is the role of the so-called ‘Communalities’? [1]
(%)w a)a erte short notes on Independent Component Analysis. [2] [CO1,

3 b) What are the similarities and differences between Principal Component 2] CO2,

Analysis and Independent Component Analysis? CO3]
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