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Abstract In this paper, a top down code search scheme is proposed that identify an optimum
OVSF code for assignment at the base station of CDMA wireless networks. An optimum
vacant code is the one whose usage produces least code blocking compared to other eligible
codes. This scheme provides least code blocking compared to existing schemes without reas-
signments. In addition, the codes searched during locating the optimum code are significantly
less than other existing schemes. The call establishment delay which is a significant factor for
real time applications is directly proportional to the number of searches and should be low.
The design is explained for single code, and extended to multi code assignment to improve
code blocking. The multi code assignment is done using four ways. The first and second
multi code schemes uses minimum and maximum rakes for a fixed rate system. The third
scheme called scattered multi code scheme divide the incoming call into rate fractions equal
to number of rakes available in the system, and each rate fraction is handled in a similar way
in which the new call is handled in single code scheme. The rate fractions may be scattered or
grouped in the code tree. The fourth multi code scheme, namely grouped multi code scheme
allocates codes to all the fractions as close as possible. This maximizes future higher rate
vacant codes availability by leaving a complete sub tree vacant when call using multi code
ends.
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466 D. S. Saini, V. Balyan

1 Introduction

CDMA based wireless networks are superior to its older counterparts in handling multimedia
rates. These rates are differentiated by QoS parameters [1,2] like delay, jitter, bandwidth and
reliability. For real time applications like voice, and video conferencing, the call establishment
delay is a significant QoS parameter and must be small. The amount of codes searched prior
to call assignment decides the call establishment delay in OVSF based networks. The time
required for single code search depends usually upon parameters like, frequency of operation,
processor clock, type of traffic etc. Orthogonal variable spreading factor (OVSF) codes in
3G and beyond systems differentiate users by providing spreading factors (SFs) inversely
proportional to their rates. OVSF codes are the limited resources in the downlink shared
channel. The relationship between user rates, SF and channel transmission rates is given in
Table 1 for WCDMA systems. For WCDMA, the SF varies from 4 to 512 in the downlink,
and for mathematical simplicity, SF is normalized from 1 to 128 in this paper. The OVSF
codes are generated using a binary tree structure [3]. Two significant constraints of OVSF
codes for handling real time calls are code blocking and number of codes searched prior
to assignment. When a code is assigned, its ancestors and descendants are blocked from
assignment. Due to random arrival and departure time of calls, the used codes are scattered
in the code tree causing reduction in spectral efficiency.

The code blocking [4] is illustrated in Fig. 1, where a 7 layer code tree is considered. A
code Cl,nl , 1 ≤ l ≤ L represents a code in layer l with branch number nl , codes can be
vacant, busy or blocked as shown in Fig. 1. The maximum capacity of the code tree is 64R,
(R is 7.5 kbps for WCDMA downlink) out of which 33R capacity is in use (due to 9 assigned
codes in layer 1, 4 assigned codes in layer 2, 2 assigned codes in layer 3 and 1 assigned code
in layer 4 with capacity R, 2R, 4R and 8R respectively). The remaining capacity 31R is

Table 1 Relationship between
user rate, SF and transmission
rate for WCDMA Downlink

User rate (kbps) SF Transmission rate (Mcps)

7.5 512 3.84

15 256 3.84

30 128 3.84

60 64 3.84

120 32 3.84

240 16 3.84

480 8 3.84

960 4 3.84

Layer    SF     Data rate

7          1         64R
6          2         32R
5          4         16R
4          8           8R
3         16          4R
2         32          2R
1   64          1R

C2,7

C7,1

C6,1 C6,2

C4,6

C1,21C1,5

Busy code Blocked code Vacant code with immediate vacant parent Vacant code with immediate blocked parent

C1,1

Fig. 1 A seven layer OVSF code tree
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Top Down Code Search to Locate An Optimum Code 467

scattered along the code tree, and if a new call of rate 16R arrives, it will be blocked although
the tree has 33R free capacity. Further, the new call should use the vacant code from location
that produces minimum code blocking.

Many good schemes like crowded first assignment (CFA) [5], recursive fewer codes
blocked (RFCB) [6] are proposed to reduce code blocking but they are not suitable for
real time calls because the amount of codes searched are high. The code searches compari-
son for few single code schemes is given in Saini et al. [7]. The proposed scheme is optimum
in the sense that it provides least blocking probability with significantly less code searches
compared to popular CFA and RFCB schemes. Also, the top down (TD) scheme can be com-
bined with multi code [8] and dynamic code assignment [9] for performance improvement.
The DCA is always best as it provides zero code blocking but large reassignment overhead
make it impractical for bandwidth constraint systems like 3G and beyond communication
systems.

The OVSF code assignment problem is investigated deeply in last few years, and salient
features of few noble schemes are given below. In left code assignment (LCA) [5], the code
assignment is done from the left of the tree. In fixed set partitioning (FSP) [10], a code tree is
divided into sub trees according to the traffic distribution. Both LCA and FSP schemes suffer
from higher code blocking, and are used commonly for low traffic load. The adaptive code
assignment (ADA) [11] makes the code tree division adaptive to arrival call distribution. In
CFA, the new call is assigned to the most crowded portion in such a way that some part
of the tree remains free for future high rate calls. CFA has two categories namely crowded
first space and crowded first code. The performance evaluation parameter in crowded first
space is capacity, and in crowded first code, it is number of codes. Both these schemes
suffer from large code searches. The DCA scheme improves the spectral efficiency with the
help of code reassignments. The code blocking can be made as small as zero but the cost
and complexity factor increases due to reassignments. The fast dynamic code assignment
(FDCA) [12] reduces the number of code reassignments without causing degradation in the
spectral efficiency of system. The computationally efficient dynamic code assignment with
call admission control (DCA-CAC) [13] reduces complexity of traditional DCA [8] in two
different ways: (a) total resources are divided into a number of mutually exclusive groups,
with numbers of groups equal to number of call arrival classes; (b) by deliberate rejection
of those calls which may produce large code blocking for future higher rate calls. The fewer
codes blocked (FCB) scheme in Rouskas and Skoutas [14] select that vacant code which
blocks least new parents who were free earlier. The RFCB design [6] work on top of FCB. It
resolves tie by ordered selection among candidate codes. The call elapsed time [15] approach
assigns new call to a vacant code whose neighbor is busy for longest duration of time.

While all above mentioned schemes uses single code for incoming calls, the multi code
assignment schemes use multiple codes to reduce rate wastage and code fragmentation. The
multi code scheme in Saini and Upadhyay [16] finds the most suitable multi code combination.
The multirate multicode compact assignment (MMCA) [17] scheme uses the concept of
compact index to accommodate QoS differentiated mobile terminals. It does not perform
code rearrangement and supports mobile terminals with different multi code transmission
capabilities. The MMCA supports multi rate real time calls and keeps the code tree as flexible
as possible in accepting new multi rate calls. The multi code scheme [18] identifies the optimal
code with constraints of allocated code amount and maximal resource wastage ratio. The time
based code assignment in Cheng and Hsieh [19] explains the impact of remaining time in
reducing code blocking. The calls with similar remaining time are allocated to the same sub
tree. The non blocking OVSF (NOVSF) codes given in Vadde and Qam [20] minimize the
code blocking to zero. The code usage time is converted into multiple time slots and a single
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[1,0]

[1,2] 
C6,2

I7,1=[0,0,0,0,2,1,3,5]= [2,1,3,5]

C7,1
I6,1=[1,0,3,5] I6,2=[1,1,0,0]

[1,0,1,2]
[] 

Fig. 2 Illustration of single code top down scheme

layer is sufficient to handle calls with variable rate requirements. The cost and complexity of
the NOVSF codes is high. The rotated OVSF codes proposed in Chen et al. [21] reduces the
code blocking significantly compared to other methods.

In this paper, for every new call, the optimum code search starts from the root of the code
tree. The maximum number of searches is significantly reduced compared to most of the
existing schemes. The algorithm does not depend upon the density of busy codes in the code
tree, which increase its utility for heavy traffic load conditions. The single code scheme is
extended to multi code with four variants. The first two methods have the flexibility to use
minimum or maximum rakes. In the scattered scheme, new call is divided into many rate frac-
tions, and each fraction is assigned optimum code similar to like single code scheme. While
the individual rate fractions assignment is independent in scattered scheme, the assignment
is dependent to each other in grouped scheme. The emphasis is given to assign codes as close
as possible, and hence making their completion times identical.

The rest of the paper is organized as follows. Section 2 discusses the proposed single code
TD scheme along with its multi code and dynamic code assignment extensions. Simulation
environment and results are given in Sect. 3, and finally, the paper is concluded in Sect.
4. Also, the number of code searches required before assignment are derived for various
schemes and placed in “Appendix”.

2 Top Down Scheme

2.1 Pure Top Down Scheme

Consider an L layers OVSF code tree with code Cl,nl representing a code in layer l with
branch number nl , where, 1 ≤ l ≤ L and 1 ≤ nl ≤ 2L−l . The total codes in a layer l are
2l−1. For a new rate 2l−1 R call, the top down scheme identifies the optimum code in layer
l, say Cl,nl opt whose assignment leads to least code blocking. For a code Cl,nl , define code

index I l
l,nl

is given by

Il,nl =
[

I l−1
l,nl

, I l−2
l,nl

. . . I 1
l,nl

]
(1)

In (1), I i
l,nl

is the number of vacant codes in layer i below Cl,nl whose immediate parents

are blocked. For example in Fig. 2, for a code C6,1, the value of I 2
6,1 is 3 as there are three

vacant codes available under code C6,1, namely, C2,2, C2,5, and C2,9 respectively.

For a code Cl,nl with index Il,nl =
[

I l−1
l,nl

, I l−2
l,nl

. . . I 1
l,nl

]
, the total vacant children under

Cl,nl are

Nl,nl =
l−1∑
l ′=1

I l ′
l,nl

(2)

123



Top Down Code Search to Locate An Optimum Code 469

Also, the capacity available in the vacant children of code Cl,nl is given by

Pl,nl =
l−1∑
i=1

I i
l,nl

× 2i−1 R (3)

The code index Il,nl is updated periodically and in addition, at the arrival and completion of
new call. For a code Cl,nl , the sibling is Cl,nl+1, if nl is odd, and Cl,nl−1, if nl is even. Let the
sibling of code Cl,nl is represented by Cl,ns

l
. At the arrival of a rate 2l−1 R call, the optimum

vacant code in layer l is required. If we represent sibling of Cl1,nl1
, l ≤ l1 ≤ (L − 1)

by Cl1,nl2
, the code Cl1,nl1

is in the path from root to optimum code (say Cl,nl−opt ) if,

(a)
∑l1−1

i=1 I i
l1,nl1

≤ ∑l1−1
i=1 I i

l1,nl2
, and (b) I l

l1,nl1
is non zero, or I l

l1,nl1
is zero and I

l ′1
l1,nl1

�=
0, l ≤ l ′1 ≤ l1. If both (a) and (b) fails and I

l ′1
l1,nl2

is non zero for l ≤ l ′1 ≤ l1, the code Cl1,nl2

will be in the path from root to the optimum code. The procedure is repeated upto layer l, if
at least one vacant code of layer l available under all the optimum codes. Once all the codes
Cl1,nl1opt

, l ≤ l1 ≤ (L − 1) are identified, the optimum code in layer l is assigned to the call.
The indices for these identified optimum codes, Cl1,nl1opt

, l ≤ l1 ≤ (L − 1) are updated as

follows, (i) If I l
l,nlopt

is non zero, i.e., the optimum vacant code exists in layer l (sayCl,nlopt
)

with all its parents blocked. This vacant code is assigned to the new call and the coefficients
I l
l1,nl1opt

, l ≤ l1 ≤ (L −1) are decremented by one, (ii) If I l
l1,nl1−opt

is zero (there is no vacant

code in layer l directly) but I
l ′1
l1,nl1−opt

, l + 1 ≤ l ′1 ≤ L − 1 is non zero, the optimum code

in layer l is the leftmost child of Cl1,nl1opt
in layer l, i.e.Cl,2l1−l×(nl1 −1)+1 code (sayCl,nlopt

).

The indices incremented are, (i) I l1−1

l ′1,
⌈

nl1 −opt/2l′1−l1
⌉ to I l

l ′1,
⌈

nl1 −opt/2l′1−l1
⌉, l ≤ l ′1 ≤ L and

(ii) I l1−1
l1,nl1opt

to I l
l1,nl1opt

. Also, the coefficients decremented are I l1

l ′1,
⌈

nl1 −opt/2l′1−l1
⌉, l ≤ l ′1

≤ L .
This scheme requires significantly fewer code searches to identify optimum code compared

to existing alternatives, and to be precise the code searches for code in layer l are upper
bounded by 2(L − l)+ 1. This is due to the fact that for a call of rate 2l−1 R, to find optimum
code in layer l, two siblings needs to be compared in layers L − 1 to l along with the root
code. The algorithm for single code TD scheme is described below.
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Table 2 Finding optimum 2R code in Fig. 1

Layer
number

Candidate codes 1st candidate code
parameters

2nd candidate
code parameters

Optimum code
selection

6 *C6,1 and C6,2 Code C6,1
I6,1= [1,0,3,5]
N6,1 = 9
P6,1 = 19R

Code C6,2
I6,2 = [1,1,0,0]
N6,2 = 2
P6,2 = 12R

N6,2 < N6,1, C6,2
is optimum but
I2
6,2 = 0, so C6,1

is optimum code
5 C5,1 and *C5,2 Code C5,1

I5,1= [2,3]
N5,1= 5

Code C5,2
I5,2 = [1,0,1,2]
N5,2 = 4

N5,1 > N5,2, C5,2
is optimum code

P5,1 = 7R P5,2= 12R

*C4,3 and C4,4 Code C4,3
I4,3= [1,2]
N4,3= 3
P4,3 = 4R

Code C4,4
I4,4= []
No vacant children
code

I4,4= [], so C4,3
is optimum code

3 *C3,5 and C3,6 Code C3,5
I3,5= [1,0]
N3,5= 1
P4,3 = 2R

Code C3,6
I3,6= [2]
N3,6= 2
P3,6 = 2R

N3,5 < N3,6, C3,5
is optimum code

2 *C2,9 Only one code C2,9 of rate 2Rvacant and is optimum code

* Optimum code
Path to optimum code: C6,1 C5,2 → C4,3 → C3,5 → C2,9

The scheme is simple and is useful for medium to high traffic load conditions. For low
traffic load conditions, traditional LCA [5] and FSP [10] schemes can be used to provide
simplicity and fewer code searches. To illustrate algorithm of TD scheme consider the 7 layer
code tree status as shown in Fig. 1, if a new call with rate 2R arrives, the procedure of optimum
path and code selection is shown in Fig. 2 and tabulated in Table 2. For simplicity, the code
index is shown with only m coefficients when there is no vacant code in layer m +1 to L . For
example, the code index of C6,1 is I6,1 = [1, 0, 3, 5] instead of [0, 0, 0, 1, 0, 3, 5]. The algo-
rithm starts optimum code identification procedure at layer 6. There are two candidate codes
namely, C6,1 and C6,2, with code indices I6,1 = [1, 0, 3, 5] and I6,2 = [1, 1, 0, 0] respec-
tively. The value of N6,1, N6,2, N6,1 and P6,2 are 9, 2, 19 (1*8+3*2+5*1), and 12(1*8+1*4)
respectively. If we are allowed to use the vacant codes whose immediate parents are free, then
C6,2 is optimum, but in this example, such code usage is not allowed and only those vacant
codes can be used whose immediate parents are blocked. Therefore C6,1 is the optimum code
in layer 6. The procedure is repeated till layer 2 and the optimum code to be used for 2R call
is C2,9. The optimum path is shown by arrows in Fig. 2.

2.2 Multi Code Enhancement

When the system has multiple rakes (say m), the single code scheme is extended to multi
code scheme. The use of multiple rakes provide additional benefit of handling non quantized
calls with rate kR, k �= 2l−1. In general, there are four variations in multi code schemes.

2.2.1 Multi Code Assignment Scheme With Minimum Rakes

In this scheme, for a new user/call with rate kR the minimum possible codes are used to
handle new call. The procedure for finding these minimum rakes is given below.
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Find max(l1)|k R − 2l1−1 R ≥ 0, 1 ≤ l1 ≤ L − 1 for which condition k R − 2l1−1 R ≥ 0 is
true. If k R − 2l1−1 R = 0, a single rake is sufficient to handle new incoming call, otherwise,
the wastage capacity for a single rake system is defined as

W1 = k R − 2l1−1 R (4)

For non zero W1, find max(l2), 1 ≤ l2 ≤ L − 2, for which condition k R − 2l1−1 R −
2l2−1 R ≥ 0 is true. The result can be extended to maximum of m steps for m rake system.
In general, after t |t < m steps, the wastage capacity is given by

Wt = k R −
t∑

i=1

2l1−1 R (5)

For m = L , there is no wastage capacity but the severe complexity in the BS and UE
requires m less than L .

For illustration of the minimum rake scheme, if a call with rate 13R arrives with 4 rakes
provision, the minimum possible fractions are 8R, 4R and R respectively. For each of the
fraction, the optimum code is identified like single code TD scheme.

2.2.2 Multi Code Assignment With Maximum Rakes (Minimum Scattering)

If efficient resource allocation is the supreme requirement, then all the m rakes should be
utilized to handle new call (if possible). In OVSF based systems, the resource allocation is
efficient if code scattering is smaller, and the code scattering occurs due to the scattered lower
rate calls in the code tree along with random arrival and departure time of calls. The scheme
breaks the incoming rate into fractions in such a way that the future availability of high rate
codes is highest. The incoming rate is divided into appropriate rate fractions so that all the
rakes available are utilized. The scheme can have two categories.

Lower rate splitting first The first part of the algorithm is to find minimum number of rake com-
biners required to handle new call according to Eqs. (4) and (5). Let t |t < m steps leads to zero
wastage capacity, i.e.Wt = k R − ∑t

i=1 2l1−1 R, and therefore the minimum rakes required

are t . Let 2lt
i −1, t ≤ m, i ≤ t represents i th rate fraction of total t fractions. If initially rate

fraction vector is represented by R = [2lt
1−1, 2lt

2−1, . . . 2lt
j1

−1
, ..2lt

t −1], the algorithm identi-
fies the rate fraction j1 so that 2lt

i −1 is smallest for i = j1. The rate fraction 2lt
i −1 is broken

into two rate sub fractions of amount 2lt
j1

−1
/2 and 2lt

j1
−1

/2. The new rate fraction vector
becomes

R = [2lt
1−1, 2lt

2−1, . . . , 2lt
j1

−1
/2, 2lt

j1
−1

/2, ..2lt
t −1]

= [2lt+1
1 −1, 2lt+1

2 −1, . . . , 2lt+1
j1 , 2

lt+1
j1+1

−1
/2, ..2lt+1

t+1−1] (6)

The result in (6) can be extended to identify m1 fractions and the optimum rate fraction vector
becomes

R = [2lm
1 −1, 2lm

2 −1, .., 2lm
m1

−1] (7)

In (7), m1 = m if k ≥ m, and m1 < m if k < m. All the coefficients of the rate fraction vector
are handled by different rakes. For illustration, if 13R call arrives, the minimum fractions
are 8R, 4R, and R. The lowest fraction that can be broken further is 4R. This is broken into
two fractions of rate R each. Therefore the 4 fractions are 8R, 2R, 2R, and Rrespectively.
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Again the code assignment for each fraction is done similar to the single code TD
scheme.

Higher rate splitting first Considering the definition of R, the algorithm identify the rate
fraction j1 so that 2lt

i −1, 1 ≤ i ≤ t is largest for i = j1. The procedure can be repeated
maximum j1 times and the rate fraction vector is R = [2lm

1 −1, 2lm
2 −1, .., 2lm

m1
−1] as given in

Eq. (7). All the coefficients of the rate fraction vector are handled by different rakes.
The TD scheme can be integrated with multi code approach using minimum or maximum

rakes as explained in next two subsequent sections.

2.2.3 Scattered Multi Code Scheme

The incoming rate 2l−1 R is divided into maximum m1, m1 = min(k, m) fractions 2li −1, 1 ≤
i ≤ m1, 1 ≤ li ≤ l such that

∑m1
i=1 2 ji = 2l−1. The division is performed either by lower rate

splitting first or higher rate splitting first depending upon the requirement. For each fraction
2 ji , find the optimum code as discussed in Sect. 2.1. For illustration, let 13R call rate arrives
with minimum fractions 8R, 4R, and R arrives. If the system has 4 rakes, the highest fraction
that is broken into two fractions of rate 4R each. Therefore the 4 fractions are 4R, 4R, 4R,
and R respectively. The code assignment for each fraction is done similar to the single code
TD scheme.

The algorithm of scattered multi code scheme is described below.

2.2.4 Grouped Multi Code Scheme

For new call of rate kR, find m1 fractions
∑m1

i=1 2li = k. Arrange m1 rate fractions in
descending order. Find min(l) for which 2l − k ≥ 0. The scheme works as follows.

If at least one vacant code is available in layer l, identify optimum code Cl,nlopt
in

layer l. Assign leftmost child of Cl,nlopt
(i.e.codeCl1,2nlopt −1) to rate fraction 2l1−1 R.If code
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C2,9 C2,5 

Fig. 3 Illustration of multi code top down scheme using minimum rakes for call handling

Cl1,2nlopt −1 is denoted by Cl,nlopt
, the vacant code used for 2nd fraction is Cl2,2l1−l2 nl1opt −2l1−l2 +1.

The result can be generalized for i th fraction and the code used is Cli ,2
li−1−li nl1(i−1)opt −2li−1−li +1.

If there is no vacant code in layer l and at least one vacant code is available in layer l − 1,
identify Cl1,nl1opt

and assign this code to the first rate fraction 2l−1 R. The vacant area is

checked for the remaining rate k1 = (k − 2l1−1)R, i.e., the vacant code is checked in layer
l ′, 2l ′ − k1 ≥ 0, for min(l ′). Again starting from layer l ′, the m1 − 1 rate fractions except 1st
rate fractions are assigned codes adjacent to each other. The algorithm can be repeated for
third fraction if there is no vacant code in layer l −1. The code selection may not be optimum
but the future multi code use becomes simple.

Let a 4R call arrives with code tree status in Fig. 3 and the system is equipped with
three rakes. Using minimum rake multi code scheme, the rate fractions are 2R and 2R.
The optimum codes are C2,9 and C2,5 respectively as shown in Fig. 3 with the help of
Table 3.

Consider a partial code tree shown in Fig. 4. If a call 4R arrives and the system is equipped
with 3 rakes, the three rate fractions become 2R, R, and R respectively. The optimum code
search identification starts from the root, and let the code C4,8 is optimum for these rate
fractions. The grouped code scheme uses codes C2,30, C1,61, and C1,62 for the rate frac-
tions 2R, R, and R respectively, as the fractions are placed closest to each other. This
is illustrated in Fig. 4b. If on the other hand, the scattered approach is used, the codes
C2,30, C1,58, and C1,64 are used for rate fractions 2R, R, and R respectively as shown in
Fig. 4c.

2.3 Dynamic Code Assignment Enhancement

For a new call with rate 2l−1 R, the reassignments are required if I l1
l,nl

= 0, l1 ≥ l and∑l−1
l1=1 I l1

l,nl
× 2l1−1 ≥ 2l−1. In DCA, the definition of optimum code is different. The

code Cl1,nl1
is in the path from root to optimum code if I ,

l1,nl1
1 ≤ l1 ≤ (L − 1) is

maximum, i.e. the number of vacant children in layer 1 to l-1 for code Cl1,nl1
is high-

est. The algorithm does not intend to find the crowded part rather it finds a blocked
code with capacity 2l−1 R, which has least number of busy children. After selecting
the best blocked code, all the calls handled by its busy children have to be shifted to
appropriate (crowded) locations using TD scheme. When all calls are shifted the code
becomes available for 2l−1 R call. The DCA algorithm alongwith TD scheme works as fol-
lows.

123



474 D. S. Saini, V. Balyan
Ta

bl
e

3
Fi

nd
in

g
op

tim
um

co
de

s
us

in
g

m
in

im
um

ra
ke

s
fo

r
a

ca
ll

of
ra

te
4

R
co

de
in

Fi
g.

3

L
ay

er
nu

m
be

r
C

an
di

da
te

co
de

s
M

in
im

um
ra

ke
s

1s
t2

R
2n

d
2

R

1s
t

ca
nd

id
at

e
co

de
pa

ra
m

et
er

s
2n

d
ca

nd
id

at
e

co
de

pa
ra

m
et

er
s

C
an

di
da

te
co

de
s

1s
t

ca
nd

id
at

e
co

de
pa

ra
m

et
er

s
2n

d
ca

nd
id

at
e

co
de

pa
ra

m
et

er
s

6
*C

6,
1

an
d

C
6,

2
C

od
e

C
6,

1
C

od
e

C
6,

2
*C

6,
1

an
d

C
6,

2
C

od
e

C
6,

1
C

od
e

C
6,

2

I 6
,1

=[
1,

0,
3,

5]
I 6

,2
=

[1
,0

,0
,0

]
I 6

,1
=

[1
,0

,2
,5

]
I 6

,2
=

[1
,0

,0
,0

]

N
6,

1
=

9
N

6,
2

=
2

N
6,

1
=

8
N

6,
2

=
2

P 6
,1

=
19

R
P 6

,2
=

12
R

P 6
,1

=
17

R
P 6

,2
=

12
R

5
C

5,
1

an
d

*C
5,

2
C

od
e

C
5,

1
C

od
e

C
5,

2
*C

5,
1

an
d

C
5,

2
C

od
e

C
5,

1
C

od
e

C
5,

2

I 5
,1

=
[2

,3
]

I 5
,2

=[
1,

0,
1,

2]
I 5

,1
=

[2
,3

]
I 5

,2
=

[]

N
5,

1
=

5
N

5,
2

=
4

N
5,

1
=

5
N

o
va

ca
nt

ch
ild

re
n

co
de

P 5
,1

=
7

R
P 5

,2
=

12
R

P 5
,1

=
7

R

4
*C

4,
3

an
d

C
4,

4
C

od
e

C
4,

3
C

od
e

C
4,

4
C

4,
1

an
d

*C
4,

2
C

od
e

C
4,

1
C

od
e

C
4,

2

I 4
,3

=
[1

,2
]

I 4
,4

=
[]

I 4
,3

=
[1

,2
]

I 4
,4

=
[1

,1
]

N
4,

3
=

3
N

o
va

ca
nt

ch
ild

re
n

co
de

N
4,

3
=

3
N

4,
3

=
2

P 4
,3

=
4

R
P 4

,3
=

4
R

P 4
,3

=
3

R

3
*C

3,
5

an
d

C
3,

6
C

od
e

C
3,

5
C

od
e

C
3,

6
*C

3,
3

an
d

C
3,

4
C

od
e

C
3,

3
C

od
e

C
3,

4

I 3
,5

=
[1

,0
]

I 3
,6

=
[2

]
I 3

,5
=

[1
,1

]
I 3

,6
=

[]

N
4,

3
=

1
N

3,
6

=
2

N
4,

3
=

1
N

o
va

ca
nt

ch
ild

re
n

co
de

P 4
,3

=
2

R
P 3

,6
=

2
R

P 4
,3

=
2

R

2
*C

2,
9

C
2,

9
is

op
tim

um
co

de
an

d
pr

oc
ed

ur
e

st
op

s

*C
2,

5
C

2,
5

is
op

tim
um

co
de

an
d

pr
oc

ed
ur

e
st

op
s

*
O

pt
im

um
co

de
Pa

th
to

op
tim

um
co

de
fo

r
1s

tf
ra

ct
io

n:
C

6,
1

→
C

5,
2

→
C

4,
3

→
C

3,
5

→
C

2,
9

Pa
th

to
op

tim
um

co
de

fo
r

2n
d

fr
ac

tio
n:

C
6,

1
→

C
5,

1
→

C
4,

1
→

C
3,

3
→

C
2,

5

123



Top Down Code Search to Locate An Optimum Code 475

3 Results

The codes searched and blocking probability performances of the pure TD and its hybrid
schemes are compared with existing good schemes. For simulation, five classes of users
are considered with rates R, 2R, 4R, 8R, and 16Rrespectively. For ith class, the arrival
rate is represented by. Call duration 1/μi is exponentially distributed with mean value of
1 units of time. If we define ρi = λi/μi as traffic load of the ith class users, then for 5
class system the average arrival rate and average traffic load is λ = ∑5

i=1 λi and ρ =

C4,8

C3,15 C3,16

C2,29          C2,31 C2,30  C2,30

C1,57 C1,63 C1,61 C1,62 C1,58 C1,64

(a) (b) (c)

Fig. 4 Code tree status in a for illustration of b grouped c scattered assignment scheme
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Fig. 5 Comparison of number of code searches in single code schemes for distribution: a [20,20,20,20,20],
b [10,10,10,30,40], c [40,30,10,10,10], d [10,30,20,30,10]. *legend is above plots

∑5
i=1 λi/μi respectively. The average arrival rate (or average traffic load as 1/μi is 1) is

assumed to be Poisson distributed with mean value varying from 0 to 4 calls per unit of time.
In our simulation we consider call duration of all the calls equal i.e. 1/μ = 1/μi = 1.
Therefore, the average traffic load is ρ = 1/μ × ∑5

i=1 λi = λ/μ. The maximum capacity
of the tree is 128R (R is 7.5 kbps). Simulation is done for 5,000 users and result is average
of 25 simulations. Define [p1, p2, p3, p4, p5] as capacity distribution matrix, where pi , i ∈
[1, 5] is the percentage fraction of the total tree capacity used by the ith class users. As
the traffic load includes five different rates, where R, 2R are low rate (assumed) real time
calls, and higher rates 4R, 8R, 16R can be considered as non real time calls. The number
of code searches is another performance parameter included in this paper. Two distribution
scenarios are analyzed, (i) [20,20,20,20,20], uniform distribution, (ii) [40,30,10,10,10], low
rate calls dominating. The proposed TD code selection scheme is compared with CFA,
FSP, leftmost code assignment (LCA), recursive fewer code blocked (RFCB), dynamic code
assignment (DCA), computationally efficient dynamic code assignment with call admission
control (DCA-CAC) and fast dynamic code assignment (FDCA) schemes discussed earlier.

3.1 Single Code Assignment Performance

The results of the number of code searches and code blocking probability are plotted in Figs.
5 and 6 respectively. The number of codes searched before assignment are smaller in the TD
scheme as shown in Fig. 5 compare to all other popular approaches except FSP and LCA which
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Fig. 6 Comparison of code blocking probability in single code schemes for distribution: a [20,20,20,20,20],
b [10,10,10,30,40], c [40,30,10,10,10], d [10,30,20,30,10]

suffers from high code blocking probability. The number of codes searched in TD scheme
is comparable to LCA and FSP. Since, both FSP and LCA produce large code blocking,
they are outdated. The TD scheme selects an optimum code on each layer and selects the
code with minimum number of vacant codes under it which leads to least blocking of vacant
codes, when children of these codes is assigned to a call. Hence, TD scheme can be used in
the pure form or in the integrated form with other novel single code and multi code methods
to improve their performance. The comparison of TD scheme with CFA and DCA is given
in “Appendix” which shows that, it requires lesser number of code searches as compared
to CFA and DCA. The enhanced DCA using TD requires significantly fewer code searches
as compare to traditional DCA, DCA-CAC and FDCA. All these schemes take advantage
of zero code blocking probability of DCA. However, these schemes differ in throughput
performance. The uniform distribution scenario is used to compare their throughput, DCA-
TD provides highest throughput as shown in Fig. 7. The result in Fig. 6 shows that the TD
scheme has significantly less code blocking for all four distributions. The code blocking
probability is not plotted for DCA and its enhanced schemes as they always leads to zero
code blocking.

3.2 Multi Code Assignment Performance

The performance improvements in multi code enhancements namely multi code top down
scattered (MC-TDS) and multi code TD grouped (MC-TDG) schemes are compared with
multi code scheme equipped with LCA and CFA. Again, two versions of multi code scheme
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Fig. 8 Comparison of code searches in multi code schemes for uniform distribution
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Fig. 9 Comparison of code blocking probability in multi code schemes for uniform distribution

are analyzed for both LCA and CFA, (i) Multi code left code assignment with scattered
approach (MC-LCAS), (ii) Multi code left code assignment with grouped approach (MC-
LCAG), (iii) Multi code crowded first assignment with scattered approach (MC-CFAS), (iv)
Multi code crowded first assignment with grouped approach (MC-CFAG). The compari-
son is done for uniform distribution only. The remaining distributions gives similar perfor-
mance. The MC-TDG scheme requires least number of code searches as compare to all other
approaches as shown in Fig. 8. If C Sx denotes the code searches for scheme x , the various
schemes can be arranged as
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C SMC−T DG < C SMC−LC AG < C SMC−T DS < C SMC−LC AS < C SMC−C F AG

< C SMC−C F AG (8)

Also, MC-TDS scheme produce least blocking compared to other schemes as shown in
Fig. 9. If B Px denotes the blocking probability for scheme x , the various schemes can be
arranged as

B PMC−T DS < B PMC−C F AS < B PMC−T DG < B PMC−C F AG < B PMC−LC AS

< C SMC−LC AG (9)

Therefore, the TD scheme is very useful for all traffic conditions and is better alternative for
CDMA wireless networks using OVSF codes compared to existing schemes.

4 Conclusion

Real time calls cannot tolerate large call establishment delay therefore should be assigned
using scheme that has less call establishment delay. In OVSF based networks, the choice of
code assignment has significant impact on call establishment delay. The TD code assign-
ment scheme proposed in this paper reduces this delay without compromising performance
degradation in terms of code blocking. The TD scheme can also be integrated with dynamic
code and multi code assignment schemes. The combination of dynamic code assignment and
TD scheme provides best results for both code blocking and number of code searches (call
establishment delay). Also, the requirement of large reassignment overhead encourages the
use of multi code scheme with TD integration. The code index updation required for TD
scheme can be made adaptive to call arrival rates for improvement in future.

Appendix: Code Searches

Pure Top Down Code Searches

For a new call with rate 2l−1 R, the codes searched are

NT D = 2(L − l) + 1 (10)

CFA Code Searches

For a call of rate 2l−1 R, the maximum number of code searched to find vacant code in layer l
is 2L−l . If there are z vacant codes in layer l, for each code, Cl,yi , 1 ≤ i ≤ z, 1 ≤ xi ≤ 2l−1,
CFA [3] scheme finds number of busy codes under immediate parent of each Cl,yi . The total
number of code searches for parents of each vacant code in layer l+1 are z × 2l+1. If a
unique immediate parent code (sayCl + 1,�yi /2	) with maximum number of busy codes exists,
new call will be assigned to its children and code searching stops. Otherwise, let z1 number
of parent codes in layer l + 1 that leads to tie for maximum number of busy children. The
number of code searches for layer l + 2 are z1 × 2l+2. If a unique result does not exist the
procedure is repeated till layer L giving maximum code searches. The total number of code
searches for CFA becomes

NC F A = 2(L−l) + z × 2l+1 + z1 × 2l+2 + . . . . + zL−2 × 2l+L−1 (11)
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Top Down and Dynamic Code Assignment (DCA)

DCA circumvent code blocking problem by providing zero code blocking at the cost of
increased number of code searches which makes it unsuitable for real time applications. The
use of TD scheme can significantly reduce code searches in DCA scheme as follows.

Conventional DCA

For new 2l−1 R call arrival, the maximum number of codes searched to find a vacant code
are given by

NC1
DC A = 2L−l (12)

If vacant code is available, procedure stops. Otherwise, let k1is the number of blocked
codes denoted by Cl,xi , where 1 ≤ i ≤ k1 and 1 ≤ xi ≤ 2L−l in the layer l. For each of
the blocked codes, the codes in layer l1, l1 ∈ [1, 2, . . . l − 1] are checked to count number of
busy children. The number of codes searched in layer l1, l1 ∈ [l − 1, l − 2, . . . , 1] are 2l−l1 .
The total code searches in layer 1 to l-l is

NC2
DC A = k1 × (2 + 4 + · · · .2l−1). (13)

Total number of codes searched in DCA becomes

NC ′
DC A = NC1

DC A + NC2
DC A = 2L−l + k1 ×

l−1∑
i=1

2i (14)

A code with minimum number of children codes is selected, reassignments needs to be
carried out for it. Let at least one code in layer p|p < l is busy, the number of codes need to
be check for code availability is

N ′′
DC A =

l−1∑
p=1

ap × 2L−p (15)

where ap = 0 if layer p do not have a busy code and ap = 1 if layer p has a busy code.
So, total number searches becomes

NDC A =
L∑

l=1

λl × [NC ′
DC A + NC ′′

DC A] (16)

NDC A =
L∑

l=1

λl × [NC ′
DC A + NC ′′

DC A] (17)

DCA Top Down

The number of code searches required to identify suitable blocked code are

NT D−DC A = 2(L − l) + 1 (18)

If suitable code is Cl,nl , let there are pl ′ , 1 ≤ l ′ ≤ l − 1 busy children of Cl,nl in layer
l ′, the total busy children who need reassignments are

∑l−1
l ′=1 pl ′ . The maximum number of

searches required to identify
∑l−1

l ′=1 pl ′ vacant codes are
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NT D−DC A2 =
l−1∑
l ′=1

2l ′ (19)

The number of code searches required to shift all pl ′ , 1 ≤ l ′ ≤ l − 1 busy codes are

NT D−DC A3 =
l−1∑
l ′=1

pl ′ × (2 × (L − l ′) + 1) (20)

The total code searches in TD DCA are

NT D−DC A = NT D−DC A1 + NT D−DC A2 + NT D−DC A3 (21)

NT D−DC A = 2(L − l) + 1 +
l−1∑
l ′=1

(2l ′ + pl ′ × (2 × (L − l ′) + 1)) (22)
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