
Vol.:(0123456789)

Wireless Personal Communications
https://doi.org/10.1007/s11277-022-10017-4

1 3

Distributed PEP–PDP Architecture for Cloud Databases

Gaurav Deep1 · Jagpreeet Sidhu1 · Rajni Mohana1

Accepted: 29 August 2022 
© The Author(s), under exclusive licence to Springer Science+Business Media, LLC, part of Springer Nature 2022

Abstract
Cloud computing allows accessing data from anywhere; Cloud databases play an important 
role in storing requests for access management. These requests require authorization man-
agement which has become a crucial area in access control. The request-response paradigm 
plays an important role in the PEP–PDP architecture. Many applications are available in 
literature based on the centralized PEP–PDP architecture. In this architecture, performance 
degrades with the increase in requests. Failure of PDP increases while handling requests 
from multiple PEPs. The proposed work extends the existing centralized PEP–PDP archi-
tecture to distributed architecture with PEP side caching to achieve scalability. In the pro-
posed architecture, all PEPs employ side caching to improve efficiency. Various simula-
tions and validation checks are performed to validate the architecture. Simulation results 
show proposed architecture is significantly efficient in handling large requests in contrast to 
existing single PEP-PDP and multiple PEP-single PEP architectures.

Keywords  Insider threats · Policy enforcement point · Policy decision point · Cyber-
physical space · Policy access point

1  Introduction

The influence of Cloud Computing has reached every field of life. Everybody is interested 
in getting benefits from Cloud Computing to reduce the initial investment cost; wider 
reachability, traffic management, and resource management as per demand are significant 
benefits [1]. Many old technologies are becoming part of Cloud Computing [2, 3], which 
leads to an increase in the amount of data travelling worldwide per second [4]. Therefore, 
data management plays a vital role in maintaining data privacy [5, 6]. Hypervisors [7] help 
run cloud computing functions at the back end. There are many live examples available, 
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such as Twitter [8], online web-based education [9], Smart Power grids [10], Blockchain 
[11], etc. Many new fields of research have come up, such as cloud and its security [12, 
13], super clouds [14], Mobile cloud computing [15], Databases on the cloud [16], etc.

Cloud Service Provider is responsible for every service they provide to their clients. 
According to the statistics, 68% of organizations feel vulnerable to insider attacks per-
formed by their employees [17–19]. An insider threat is a threat from an employee of 
the Cloud service provider. The user’s data and information are in the safe custody of the 
Cloud Service Provider under his responsibility [20]. This issue becomes critical in Cloud 
Computing as several heterogeneous and homogenous hypervisors operate parallel [21]. 
Multiple hypervisors are parallel running on the cloud. User data migrate from one hyper-
visor to another as demand increases or decreases. Keeping data in a safe state becomes 
significantly tricky. Here, the role of access control comes.

Access Control is a security function that protects shared resources against unauthorised 
access. The distinction between authorised and unauthorised access is made according to 
an Access Control Policy [22]. Access Control consists of authentication and authorisa-
tion. Authentication is verifying an entity’s identity, given its credentials. The entity could 
be in the form of a person, a computer, a device, or a group of network computers [23].

Various authentication policies are available; single-factor authentication policy to 
multi-factor authentication policy consists of multiple factors in deciding on an authentic 
user [24, 25]. An Authorisation represents the right granted to a user to exercise an action 
(e.g., read, write, create, delete, and execute) on particular objects [23]. Authorization poli-
cies can be written in role-based access control (RBAC) [26, 27], attribute-based access 
control (ABAC) [28, 29], extensible access control markup language (XACML) [30, 31], 
etc.

A cloud service provider (CSP) receives user requests for accessing data. Once the user 
gets authenticated, employees managing servers request access authorization policy from 
the policy enforcement point (PEP). PEP provides an access authorization policy if avail-
able; otherwise, the request is transferred to the policy decision point (PDP). PDP allows or 
rejects the access request according to authorization policies (AP) decided by the service 
provider (SP) [32–34].

The threat detection architecture of Yaseen et al. [35] suggests using multiple PEPs and 
a single PDP. This paper suggests improvements in the area of scalability and fault-toler-
ance of the existing multiple PEP (MPEP) -single PDP architecture (SPDP) [35]. Existing 
algorithms [36, 37] can find dependencies in PEPs and PDP. The proposed work extends 
existing algorithms to distributed architecture with PEP side caching. Applications of a 
single PEP-PDP architecture in multiple areas are discussed in Sect. 2. This Section also 
discusses research gaps. Section  3 proposes improvements in identified key. Section  4 
presents simulation results in contrast to various parameters in the existing architecture. 
Finally, Sect. 5 concludes the work.

2 � Background

PDP plays an essential role in making a final decision on authorization policies. The 
requirement of managing user authorization is essential for user management [38–40]. The 
single PEP-PDP architecture works effectively for the fewer number of requests (limited 
numbers).
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In [41], authors have proposed attribute-based encryption on decentralized multi-agent 
systems working on a common goal. An agent is a particular entity that is independent in 
collecting data, processing it, and sending it on channels. The advantage of using a multi-
agent system is its fault tolerance even after some nodes got failed. In this proposed sys-
tem, attribute authority trusted centres are registered on the authentication servers by shar-
ing a secret key. Then all the authentication and authorization procedures are carried out 
between them. The same procedures are followed between attribute authority and agents.

Access policies are available in XACML.PDP evaluates digital policies and Meta policy 
and decides whether to allow access to an object or not. Firstly, PAP creates new policies; 
secondly, PIP provides the required data to PDP for making decisions; in the end, PEP 
implements PDP’s rules. The decentralized multi-agent system lags the synchronization 
speed of the multiple agents.

In [42], the authors have taken privacy control of patient records available at multiple 
places. The patient record is available at doctors, nurses, insurance companies, pharmacies, 
and relatives. Authors have stressed using electronic patient health records in public and 
private clouds to better access control patient records in EPHR. Their work mainly focuses 
on two levels (1) protecting the shared data between multiple parties and protecting the 
patient’s private data available at his immediate doctors.

Authors have proposed privacy protection based on the healthcare system’s access 
control model in the hybrid cloud. In this model, access to required data is generated by 
the access requester and transferred to PEP, where PEP gets more details about the sub-
ject, action, and environment. This request is transferred to PDP for deciding on an access 
request according to applicable policies. PAP creates access policies, which get stored in 
the repository. PAP also contains an access policy and privacy policy. Limitations of the 
proposed model include dealing with an emergency.

In [43], the authors have proposed an access control framework for cyber-physical 
space. TAAC model (topology-aware access model) is proposed for better access control. 
The TAAC model is an extension of the RBAC model. TAAC model integrates physical 
and cyber access control, making it an adaptive model that also adjusts the user’s privi-
leges. This paper also proposes secure policy enforcement, which helps in mitigating 
insider attacks. According to the historical behavioural data and the current access request, 
the risk value of the users is calculated. This way, malicious users are restricted from 
accessing the system.

Access control, framework enforcement, and admin modules work in the cyber-physi-
cal space. PEP receives the requests in the first module and sends them to PDP. PDP acts 
according to the policy stored in PAP. Topology attributes are stored in PIP, and risk attrib-
utes are stored in the risk module, which helps the PDP make decisions. In administration, 
module policies are specified in PAP according to the trust value of each user, stored in 
the trust repository. Policy constraints are managed in the policy constraint management 
module. This proposed model does not handle multiple cyber access spaces in a smart city.

In [44], the authors have proposed a new control approach to increase the agility of 
the electricity grid. Policy-based network management for better management of power 
and energy networks is suggested. To configure the PBNM system for productive use, the 
authors have proposed to use text mining to derive connection parameters at the LV level. 
It also uses Volt-VAr optimization to tune the connection settings at each DER to manage 
the voltage across all the networks.

This paper also suggests policy-based network management voltage control valida-
tion using the PEP-PDP architecture. In this system-specific policies are stored in a policy 
repository, which PDP further fetches. PDP checks the power factor against the applied 



	 G. Deep et al.

1 3

policy. Whenever PDP finds bounds available in the policy violated, the system would trig-
ger policy obligation to get updated VVC from the 3-OPF tool.

In [45], the authors have proposed a framework for cloud healthcare recommender ser-
vice. The healthcare service works on data received from the internet of healthcare things. 
This service prevents it from data theft and other types of modifications; data is concealed 
two times before actual storage in the cloud. In this framework, a personal gateway is pro-
posed at the patient side, which does the first level of concealment task.

After concealing, data gets transferred to the concerned fog node. This fog node applies 
attribute-based encryption on the encrypted health profile received from the personal gate-
ways. This concealment process also covers multiple profiles in every group. The security 
authority centre is a third party responsible for generating certificates for fog nodes and 
gateways.

Fog-based middleware is proposed to protect the privacy of the patient’s health data, 
which increases trust. Learning agents built patients’ privacy policies according to their 
IOHT data.PIP works as a privacy preference unit. Policy enforcement point as a privacy 
checker extracts the encoded rules to make self-acting decisions. Policy agents in the mid-
dleware act as PDP controls users’ health data disclosure to external services. An agent 
performs first-level concealment locally, and a global concealment agent does second-level 
concealment. Overall, trust is calculated by the trust agent.

In [46], the authors have discussed the role of user privacy in an android operating sys-
tem based on mobile phones. Android applications, on average, request 11.4 permissions, 
out of which 5.12 directly affect privacy. This number increases with the count of android 
applications, resulting in more privacy violations.

Overcoming this problem, the authors have proposed a decision support system for writ-
ing high-level policies, where the non-technical user can write policies. This DSS is based 
on content-based recommendations. In these characteristics of the user, searches are saved 
locally. New objects are immediately proposed to the user based on characteristics stored 
locally. This system performs well if user behaviour does not change—a learning period 
is required for a system to perform well. The proposed architecture caper consists of DSS, 
policies, PEP, and PDP.

In this proposed architecture, whenever any application requests access to one of the 
user’s private information, the request is received by PEP. PEP converts into XACML V3 
format and sends it further to PDP. It checks for available policy decisions for acceptance 
or rejection. If PDP denies the request, the system lacks information regarding the user’s 
preferences. This request is sent to DSS and further asks the users to allow the request or 
deny it. The new XACML V3 role is created and updated in the policy database if the user 
allows it. The DSS gets matured enough when the request score reaches a predetermined 
threshold value. The proposed system can manage user privacy, among other applications, 
comfortably and better.

In [47], the authors have discussed the fall detection issue of patients by the German 
data protection law. In the proposed architecture, 12 essential requirements are analyzed 
to fulfil the requirements of four stakeholder groups, i.e., hospital operators, hospital staff, 
patients, and legal stakeholders. These 12 essential requirements include detecting falls, 
intimating nearest nursing staff, preventing misuse of information, and confirming emer-
gencies to provide two-way communication between patients and concerned nursing staff 
members.

The proposed system works in default mode, assessment mode, and investigation 
mode. Almost all the cameras are working; the fall detection algorithm processes video 
data to detect any fall event. No human intervention is allowed; as soon as the algorithm 
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detects any fall event system enters into the second mode, i.e., assessment mode. In this 
second mode, an alarm message is broadcasted to nearby nursing staff as soon as the algo-
rithm detects fall events from the camera video. The area of alarm message expands if 
no response is received. All other alarm messages were cancelled when the nursing staff 
accepted the alarm.

The anonymized video is shown to the nurse for conforming to the emergency. The 
investigation mode starts after the nurse confirms the emergency from the anonymized 
video in the last mode of the system. Access to the video stream of the associated camera 
in an unmodified form is provided to the nurse, which helps decide the need for any medi-
cal equipment.

Bi-directional communication between the patient and nurse is provided for better han-
dling of the situation. PEP, PIP, and PDP control the system. Events are intercepted by PEP 
and forwarded to PDP, which evaluates them against available policies in the PIP unit. The 
proposed system can provide the best possible solution in detecting falls detection.

In [48], the authors have proposed a COPS-based IPv6 traceback algorithm. In this pro-
posed work, the authors have also proposed a traceback architecture. In this architecture, 
once the IDS detects a DDOS attack happens on the victim, it generates a request in its 
local PDP for enforcing a policy. PDP sends a message to all PEPs to check for message 
paths travelling to the victim through them. PEP, which sends the positive response, PDP 
starts identifying the out path of the packet from every sender. Simulations were carried 
out in NS2 and proved the proposed algorithm’s effectiveness in identifying the attacker in 
Ipv6 based network.

In [49], the authors have proposed privacy protection for fog computing and internet of 
things data based on a Blockchain. In this work, IoTs collected data is forwarded to cor-
responding edge nodes. The edge node then creates access control attributes and strategies 
for a specific source and stores them in the Blockchain node associated with the edge node.

This node generates the corresponding chaotic and MLNCML sequences and stores 
them in a chaotic sequence coding library, which helps encryption. Whenever PEP receives 
a request for accessing data, it creates an attribute-based access request and sends it to 
PDP. It decides in consultation with PAP to allow or reject the request.

In [50], the authors have proposed a mechanism to Provide advanced remote medical 
treatment services through pervasive environments. In this proposed work, body sensors 
take key parameters and transmit them to the hospital via Mobile phone if the patient is 
outside his home or via a wireless router in the case of home. If the Doctor is required 
to check its parameters, PEP-PDP acts as an Authorization architecture, which checks 
the request’s legitimacy. This PEP-PDP architecture manages access to Medical records. 
Encouraging results were achieved on the test bed.

In [51], the authors have proposed Network-Level Access Control Policy Analysis and 
Transformation mechanism. This proposed work removes the requirement to apply authori-
zation policy at multiple places such as firewalls, routers, proxies, and application servers 
by applying at a single place, i.e. at Firewall. PEP-PDP architecture is implemented at Fire-
wall. The proposed work has been able to work by removing the condition clause being a 
hyper-rectangle and performs well and found applications in other areas such as in identity- 
and role-based access control applications.

In [52], the authors have proposed a privacy-aware authorization engine for collabo-
rative environments. In this work, PEP-PDP architecture is proposed when Business 
networking between multiple organizations involves persons working at multiple lev-
els, and information flows between them, violating company policies and legal rules. 
A request is generated and sent to PEP to control information flow or access between 
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various organizations. PEP acts according to the authorization policy available or may 
ask for a new one from PDP. In Business networking, every organization is supposed 
to manage information flow between through PEP-PDP architecture for better control.

Various applications of Single PEP-PDP architecture is shown in Table 1.
In [35], the authors have stressed the importance of insider threats, which are the 

most vulnerable threat than the outsider threat; whereas an insider knows various pro-
tocols and policies of the system, an outsider can steal from the windows to which it 
can have access. Furthermore, usage of the cloud increases day by day, which requires 
more insiders to manage it. Current access control management uses the request-
response mechanism, which consists of the PEP-PDP architecture. In this architec-
ture, final decisions are taken by PDP and enforced by PEP. Copies of decisions taken 
are stored inside the PEP cache, ultimately increasing its decision-making efficiency. 
When any request is received at PEP, it searches for a similar one in the side cache. 
Whenever a similar request is found, the decision to that request is enforced.

In this paper, the authors have shown how Insiders have an edge in performing data 
theft in cloud relational databases. Insiders’ knowledge base also helps guess data 
based on various data dependencies in cloud relational databases. Authors have also 
shown in this paper that cloud relational databases cannot detect attacks based on vari-
ous inferences.

As shown in Fig. 1, the insider threat aware PEP-side caching architecture (ITACA) 
is proposed to deal with various insider threats. This architecture’s working is also 
shown in Fig. 2. in the sequence diagram. In this ITACA various PEPs with side cach-
ing are connected with a single PDP. Request from insider to access data is received 
by PEP. Suppose PEP has a similar request decision copy in its cache or can ask its 
neighbour PEPs at the next level. If a previous decision copy is found, the request is 
passed to DCP. Each PEP member consists of a dependency-check point. This DCP 
unit checks every user request for any presence of dependency between existing issued 
requests. If DCP clears it, then the decision to grant access is issued. Otherwise, if 
DCP detects some threat, then the request is passed to PDP for further evaluation.

Request to PDP is also sent in the case when no copy of previous decisions is avail-
able at the PEP level or with neighbouring PEP. After receiving a request from PEP, 
the risk level of granting access to the request is analysed based on a knowledgebase of 
an insider, dependencies among data items, and the lifeline of data items. The authors 
already gave algorithms for evaluating these parameters in [36], 37]. After checking 
the risk value, ITDU provides access/denial to the received request. Authors in their 
work have shown that associating multiple PEPs with side caching with a single PDP 
is much better than the single PEP-PDP architectures it increases efficiency in handling 
requests many times.

Multiple PEP-single PDP architectures can handle 1500 maximum requests. It can 
be noted down from the previous architectures that PDP is working as a stressed archi-
tecture when multiple requests are coming from multiple PEPs. There is a limitation 
on the number of PEPs that a single PDP can manage, which makes the chances of fail-
ures high. If at any moment PDP got failed, the whole system would collapse. There-
fore, there is a need to extend the existing system on many parameters when handling 
more requests. On the other hand, chances of improvements are there on front of the 
number of requests transferred to PDP when the percentage of dependency increases, 
the number of possible threats when requests increase, and many other parameters.
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3 � Proposed Multiple PEP‑ Multiple PDP Architecture

The scalability issue of the architecture of Yaseen et  al. [35] is handled in the proposed 
distributed authorisation architecture. The proposed architecture is an extension of Yaseen 
et al. [35]. In distributed authorisation architecture, it is scaled up with multiple PEPs are 
PDPs to work together. Simulation work was carried out on multiple Virtual machines with 
test bed configurations as listed in Table 2.

Multiple blocks work in parallel to each other, each consisting of a single PDP and mul-
tiple PEP, as shown in Fig. 3. Multiple PDPs can communicate with each other via inter 
PDP communication network. One block consists of multiple PEP and a single PDP. The 
working of this block is replicated. In a block, when an insider sends a Data access request 
to any PEP, the request receiving PEP checks for the availability of Authorisation policy in 
its local cache. When it is found, dependencies between the user’s already-provided data 
and the requested data are checked in the dependency checkpoint at PEP for threat. If no 
threat is found, the Authorisation policy allows data to be fetched from resources and pro-
vided to the insider.

In another case, when authorisation policy is unavailable at insider request receiving 
PEP, request for required Authorisation policy is broadcasted to all the neighbouring PEPs 
asking them to look into their respective local caches. When any PEP provides an Authori-
sation policy to requesting PEP, it is again checked in the dependency checkpoint. In either 
case, if the Authorisation policy is unavailable at the PEP level or the neighbouring PEPs 
level request is forwarded to PDP asking for the concerned Authorisation policy. As the 
number of insider requests increases, this architecture can be scaled up.

Figure  4 Shows each PEP receives requests from an insider, running with its associ-
ated PDP in parallel to all other PDPs. Each PEP performs the same tasks as Fig. 1, but in 
parallel to each other. When a PDP fails, its associated PEPs are distributed to remaining 
PDPs for fault-tolerant. Scalability is achieved because the proposed architecture can han-
dle large requests. Multiple PEP-PDP blocks can be configured efficiently for better control 

Fig. 1   Insider threat-aware PEP-Side Caching Architecture [35]
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over insider threats. Algorithm 1 defines the distributed PEP-PDP environment with side 
caching to prevent insider threats. We have assumed a dependency checkpoint, and the 
Internal threat unit is working well [36], 37]

In the proposed algorithm, an access request from an insider is received by PEP (any) 
if that PEP has any heuristic decision similar to the request. Dependency checkpoint 
checks for dependency between the current request and the previous request. Depend-
ency checkpoint checks for violations of data access according to authorizations. If a 
similar heuristic decision request is unavailable, all its neighbouring PEPs are searched; 
if found, it is sent to a dependency checkpoint; otherwise, it is transferred to its associ-
ated PDP and associated PDP checks for possible threats at the dependency checkpoint 
and internal threat detection unit. If no threat is found, access to data is allowed, and the 
decision is communicated to all its associated PEPs; otherwise, the request gets rejected.

Fig. 2   Sequence diagram of multiple PEP – Single PDP architecture
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Table 2   Distributed architecture 
test bed configuration

Role VMs Number Bandwidth

PDP Octa Core, 8 GB RAM 4 100 Mbit/s
PEP Octa Core, 8 GB RAM 24 100 Mbit/s

Fig. 3   .Distributed insider threat-aware PEP-side caching architecture

Fig. 4   Proposed distributed PEP- PDP architecture
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4 � Simulation and Results

Figure 5. illustrates the simulation runs of the proposed distributed PEP-PDP architecture. 
It consists of PEPs, PDPs, caches, and dependency checkpoints. Simulation runs can be 
varied based on various parameters (no. of PDPs, PEPs, insiders, data items, transactions, 
dependency percentage, cache size, and allowed data items percentage).

The proposed architecture consists of multiple blocks working parallel to each other, 
where each block consists of multiple PEP and a single PDP. As the number of blocks has 
increased improvement in handling the same number of requests with respect to time in 
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milliseconds has been seen, as shown in the figure, as compared to the architecture pro-
posed by Yaseen et al. [35].

It can be observed from Fig. 6. and Table 3. that the proposed architecture takes half 
time to handle the same number of requests in contrast to [35].

The improvement in scalability has resulted in other parameters also, such as:-

4.1 � Requests Handled W.R.T Data Dependency.

The requests generated by insiders is received at PEP for data request. Requested data 
may consist of dependencies, which violates authorization rules. This request is further 

Fig. 5   Simulation run

Fig. 6   Response time of existing architecture and proposed architecture
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passed to PDP for further evaluation. The total number of requests generated by insiders 
was calculated by (number of insiders * transactions per insider).

Table  4. illustrates the variable number of dependencies (in percentage) in various 
PDP architectures in contrast to [35] which can work in coordination and symmetric. It 
is observed from Fig. 7 that 2 PDP architecture no. of requests got stable when several 
dependencies were 20% in contrast to 3 and 4 PDP architectures at 25%. The behaviour 
is analyzed and concludes to significant improvement which handles more requests with 
the help of a dependency checkpoint.

Table 3   Response time of 
existing 1 PDP architecture and 
proposed architecture

Number of 
requests

1 PDP 2 PDP 3 PDP 4 PDP 5 PDP 6 PDP

1500 262 214 197 187 179 168
3000 1019 661 588 555 524 505
4500 2889 1431 1294 1250 1196 1150
6000 5370 2462 2350 2203 2139 2046
7500 8297 4176 3808 3623 3502 3432
9000 12,146 5681 5385 5325 5239 5100

Fig. 7   Graph showing the variable number of dependencies in various PDP architectures

Table 4   Variable number of dependencies in various PDP architectures

Percentage of dependencies 5 10 15 20 25 30 35 40 45

Requests handled in 1PDP architecture 1454 1472 1474 1474 1474 1474 1474 1474 1474
Requests handled in 2 PDP architecture 2260 2309 2344 2374 2374 2374 2374 2374 2374
Requests handled in 3 PDP architecture 3816 3828 3841 3842 3845 3845 3845 3845 3845
Requests handled in 4 PDP architecture 5270 5277 5298 5309 5330 5330 5300 5330 5330
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4.2 � Possible threats detected w.r.t data dependency.

The number of possible threats was detected using a dependency checkpoint at PEP. It 
can be observed from the simulation data as in Table 5 and Fig. 8. As the percentage of 
dependency increases (in percentage), the number of possible threats increases. The result 
shows that total requests generated in the simulation architecture are evenly distributed 
among each sector of multiple PEPs and their associated PDP.

The number of requests generated is much higher than the centralized PDP architecture, 
but the threat number is not rising. The number of possible threats becomes stable when 
the percentage of dependencies reaches the 25–30. It means the percentage of dependen-
cies plays a significant role in finding possible threats.

4.3 � Requests Passed to PDP W.R.T Requests Per Insider

Simulation results in Table 6. and Fig. 9. shows that as the number of requests per insider 
increases, requests to PDP also increase to find out possible threats. The results confirm 
that our proposed architecture can handle more requests than the architecture proposed in 

Table 5   Number of possible 
threats in various PDP 
architectures

Percentage of 
dependencies

1 PDP 
architecture

2 PDP 
architecture

3 PDP 
architecture

4 PDP 
architec-
ture

5 56 62 66 78
10 77 67 70 83
15 78 75 72 89
20 77 80 77 89
25 77 85 80 89
30 79 85 87 89
35 79 85 87 92
40 79 84 87 90
45 78 84 87 90

Fig. 8   Graph showing the number of possible threats in various PDP architectures
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[35]. As the number of requests per insider increases at the level of 110, the number of 
requests reaching PDP in the 2 PDP architecture almost reached double that of the archi-
tecture proposed in [35]; requests reach almost three times in the 3 PDP architecture and 
almost four times in 4 PDP architecture. It means that our proposed architecture is much 
more efficient than the architecture proposed in [35]

4.4 � Requests passed to PDP w.r.t number of data items available

As the number of data items increases, the percentage of requests towards PDP increases, 
as shown in Fig. 10.

It can be seen clearly from the simulation results in Table 7 and Fig. 10 that the number 
of requests handled in the architecture proposed in [35] is much less than our proposed 
architecture; that is why it increases at other values of the number of data items. The total 
number of requests generated by insiders was calculated by (number of insiders * transac-
tions per insider).

4.5 � First hit versus collaborative hits

Collaborative means the collection of all the hits of all three cases. There are three cases 
where the decision to make a request takes place. The first case is when the corresponding 
PEP receives the request, and the corresponding PEP has a decision copy similar to the 

Table 6   Details of requests 
passed to PDP in various PDP 
architectures

Requests/Insider 1 PDP 2 PDP 3 PDP 4 PDP

10 505 785 1291 1776
30 1478 2297 3813 5302
50 2450 3877 6368 8863
70 3370 5481 9006 12,405
90 4270 6999 11,425 15,867
110 5190 8606 13,921 19,452

Fig. 9   Graph of requests passed to PDP in various PDP architectures
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request with it, also known as the first hit. In this case, there is no need to go anywhere 
to access the decision copy. Second, the corresponding PEP does not have the decision 
copy; it asks all its neighbouring PEPs; if available, the decision copy is available to the 
corresponding PEP. Finally, in the last third case, the decision copy is not available at the 
corresponding PEP, nor at its neighbouring PEPs; the request gets transferred to its associ-
ated PDP where a decision to this is taken, nor a copy of the decision transferred to the cor-
responding PEP where the request is first received.

Fig. 10   Graph of percentage requests passed to PDP in various PDP architectures

Table 7   Details of percentage 
requests passed to PDP in 
various PDP architectures

Number of data 
items

1PDP 2 PDP 3 PDP 4 PDP

50 1331 424 450 746
150 1464 1555 2233 3101
250 1486 2054 3054 3982
350 1490 2319 3426 4500
450 1490 2364 3634 4713
550 1497 2464 3749 5084

Table 8   Details of the first hit 
versus collaborative hits of 
various PDP architectures

X-axis 2 10 20 30 40

first hit 1 PDP 53 13 7 5 4
collaborative hit 1 PDP 53 95 104 104 104
first hit 2 PDP 71 67 65 63 60
collaborative hit 2 PDP 71 374 663 946 1188
first hit 3 PDP 83 78 76 74 73
collaborative hit 3 PDP 83 384 480 690 841
first hit 4 PDP 87 80 77 72 65
collaborative hit 4 PDP 87 351 364 545 662
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It can be viewed from the simulation results in Table 8 and Figs.  11 and 12 that the 
results of the first hit and collaborative hits are much better than the architecture proposed 
in [35] as compared to our proposed architecture. In our architecture number of PEPs, 
PDPs are more in numbers, which leads to better results.

4.6 � Static Test with Analysis of Variance Test (ANOVA)

Various static methods are available, like the Z test and T-test, but they are applicable 
only for two group values. The Chi-square test finds the expected value between three 

53 
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Fig. 11   Graph of the first hit various PDP architectures

Fig. 12   Graph of collaborative hits of various PDP architectures
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or more groups. These tests are not valid here as we are interested in analyzing vari-
ance between the group values from the paper [35] and multiple group values from our 
proposed work. Therefore, the analysis of variance test (ANOVA) is used to determine 
whether there is any statistical difference between the means of three or more inde-
pendent groups [53–55]. We have chosen null and alternate hypotheses for different 
proposed architecture variants for each measured point, as shown in Table 9.ANOVA 
tests were conducted at a significance level of 5%.

Result for Anova tests is shown below in Tables 10, 11, 12, 13, 14 and 15.
It can be observed from the Table 10. that the value of F-ratio is more than the value 

of F crit, which interprets that the Alternate hypothesis has been Accepted, which 
states that with the increase in the number of PDPs, the performance of the system is 
improving for the same set of percentage of Dependency.

It can be observed from the Table 11. that the value of F-ratio is more than the value 
of F crit, which interprets that the Alternate hypothesis has been Accepted, which 
states that with the increase in the number of PDPs, the performance of the system is 
improving for the same set of percentage of Dependency.

It can be observed from the Table 12. that the value of F-ratio is more than the value 
of F crit, which interprets that the Alternate hypothesis has been Accepted, which 
states that with the increase in the number of PDPs, the performance of the system is 
improving for the same set of Requests/Insider.

It can be observed from the Table 13. that the value of F-ratio is more than the value 
of F crit, which interprets that the Alternate hypothesis has been Accepted, which 
states that with the increase in the number of PDPs, the performance of the system is 
improving for the same set of Number of Data Items.

It can be observed from the Table 14. that the value of F-ratio is more than the value 
of F crit, which interprets that the Alternate hypothesis has been Accepted, which 
states that with the increase in the number of PDPs, the performance of the system is 
improving for the same set of the First hit for Number of PEPs.

It can be observed from the Table 15. that the value of F-ratio is more than the value 
of F crit, which interprets that the Alternate hypothesis has been Accepted, which 
states that with the increase in the number of PDPs, the performance of the system is 
improving for the same set of the collaborative hit for Number of PEPs.

Table 10   ANOVA test results for requests handled at variable percentage number of dependencies

Groups Count Sum Average Variance

Row 1 9 13,244 1471.555556 43.77777778
Row 2 9 21,157 2350.777778 1658.444444
Row 3 9 34,552 3839.111111 105.3611111
Row 4 9 47,774 5308.222222 563.1944444
ANOVA

Source of variation SS df MS F P-value F crit

Between Groups 76,991,092.53 3 25,663,697.51 43,300.04735 8.46E-58 2.901119584
Within Groups 18,966.22222 32 592.6944444
Total 77,010,058.75 35
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We are able to find only two papers in which authors have tried to use multiple 
PDPs to make the system better than the single PDPs, as shown in Table 16.

In paper [56], the authors have proposed a two-stage clustering approach with PDPs 
working sequentially on authorization policies. In this approach, when a request is 
received and transferred by the request dispatcher, it is further sequentially received 
by multiple sub-PDPs, at each sub-PDP request is matched with the authorization 
policy. In paper [32], the authors have proposed a 4PDP4E toolset to protect users 
data travelling online. This toolset was proposed for data protection directives given 
by the European Union. This toolset,4 PDPs were used for risk management, require-
ment engineering, model-driven design, and system assurance in the systems develop-
ment lifecycle. In this, different PDP architectures work for different requirements in 
coordination.

In the proposed architecture, we have used 4 PDPs in simulation, scaled up to the 
maximum level of 8 PDPs. The proposed architecture is tested statistically using the 

Table 11   ANOVA test results for detection of number of possible threats at variable percentage number of 
dependencies

Groups Count Sum Average Variance

Column 1 9 680 75.55555556 54.52777778
Column 2 9 707 78.55555556 75.77777778
Column 3 9 713 79.22222222 69.94444444
Column 4 9 789 87.66666667 19
ANOVA

Source of variation SS df MS F P-value F crit

Between Groups 728.75 3 242.9166667 4.43177499 0.010278 2.90112
Within Groups 1754 32 54.8125
Total 2482.75 35

Table 12   ANOVA test results for Increase in Requests per Insider to Requests passed to PDP

Groups Count Sum Average Variance

Column 1 6 17,263 2877.166667 3,059,876.167
Column 2 6 28,045 4674.166667 8,585,431.367
Column 3 6 45,824 7637.333333 22,443,362.67
Column 4 6 63,665 10,610.83333 43,661,092.57
ANOVA

Source of variation SS df MS F P-value F crit

Between Groups 207,846,098.8 3 69,282,032.93 3.564359837 0.03253569 3.098391212
Within Groups 388,748,813.8 20 19,437,440.69
Total 596,594,912.6 23
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Table 13   ANOVA test results for Percentage Requests Passed to PDP with Increase in Data Items

Groups Count Sum Average Variance

Column 1 6 8758 1459.666667 4100.266667
Column 2 6 11,180 1863.333333 604,440.6667
Column 3 6 16,546 2757.666667 1,577,157.067
Column 4 6 22,126 3687.666667 2,549,030.667
ANOVA

Source of variation SS df MS F P-value F crit

Between Groups 17,706,988.5 3 5,902,329.5 4.986414146 0.00961568 3.098391212
Within Groups 23,673,643.33 20 1,183,682.167
Total 41,380,631.83 23

Table 14   ANOVA test results for the first hit

Groups Count Sum Average Variance

Row 1 5 460 92 490.5
Row 2 5 3242 648.4 197,158.3
Row 3 5 2478 495.6 85,007.3
Row 4 5 2009 401.8 47,829.7
ANOVA

Source of Variation SS df MS F P-value F crit

Between Groups 826,759.75 3 275,586.5833 3.335533125 0.046029131 3.238871517
Within Groups 1,321,943.2 16 82,621.45
Total 2,148,702.95 19

Table 15   ANOVA test results for collaborative hits

Groups Count Sum Average Variance

Row 1 5 460 92 490.5
Row 2 5 3242 648.4 197,158.3
Row 3 5 2478 495.6 85,007.3
Row 4 5 2009 401.8 47,829.7
ANOVA

Source of Variation SS df MS F P-value F crit

Between Groups 826,759.75 3 275,586.5833 3.335533125 0.046029131 3.238871517
Within Groups 1,321,943.2 16 82,621.45
Total 2,148,702.95 19



	 G. Deep et al.

1 3

Ta
bl

e 
16

  
C

om
pa

ris
on

 w
ith

 e
xi

sti
ng

 w
or

k 
w

he
re

 m
ul

tip
le

 P
D

Ps
 u

se
d

Th
e 

cl
us

te
rin

g-
ba

se
d 

re
qu

es
t t

ra
ve

ls
 

fro
m

 o
ne

 P
D

P 
to

 a
no

th
er

D
iff

er
en

t P
D

P 
ar

ch
ite

ct
ur

es
 w

or
k 

fo
r d

iff
er

en
t 

re
qu

ire
m

en
ts

 in
 c

oo
rd

in
at

io
n 

w
ith

 e
ac

h 
ot

he
r

W
or

ki
ng

 in
de

pe
nd

en
tly

 to
 e

ac
h 

ot
he

r, 
al

th
ou

gh
 

co
nn

ec
te

d 
al

so
, c

an
 b

e 
sc

al
ed

 u
p 

or
 d

ow
n 

ea
si

ly
 fo

r 
th

e 
sa

m
e 

pu
rp

os
e 

fo
r b

et
te

r c
on

tro
l

Fa
n 

D
en

g 
et

 a
l. 

[5
6]

X
C

ar
va

lh
o 

et
 a

l. 
[3

2]
X

Pr
op

os
ed

 A
rc

hi
te

ct
ur

e
X



Distributed PEP–PDP Architecture for Cloud Databases﻿	

1 3

ANOVA test, and the value of p is less than 0.05, which says existing architectures 
and proposed architectures are working the same. In this proposed architecture, even 
though they work in parallel, they are also connected. The proposed architecture is best 
suitable for access management in DBaaS, where requests migrate to different clouds. 
Each PDP architecture works on different clouds but in coordination with each other.

5 � Conclusion

Cloud computing for data storage and retrieval has become a basic necessity for every indi-
vidual due to its significant cost-saving, security, flexibility, mobility, insight, increased 
collaboration, quality control, and other numerous benefits [57]. Many cloud-based compa-
nies are essential in managing access rights to cloud relational databases [58]. On the other 
side, the problem of insider threat has become a significant threat to data security. Lit-
erature discusses various request-response paradigms based on the PEP-PDP architecture. 
Yaseen et al. [35] have suggested one of the combinations in which multiple PEPs were 
used with a single PDP to handle several Requests, but the major limitation of this architec-
ture is it is not able to handle a large number of requests from the insiders, and single PDP 
becomes a stressed member of the system. Failure of PDP leads to the failure of the whole 
system. Scalability can achieve up to some level.

To improve the PEP-PDP architecture suggested by Yaseen et al. [35], this paper pro-
posed a distributed PEP-PDP architecture for insider threat-aware access control for cloud 
relational databases. In the proposed architecture problem of scalability, PDP failure is 
resolved by introducing multiple PDPs and a set of associated PEPs. All PDPs work in 
parallel, although connected. During simulation and results analysis, it is found that the 
proposed architecture is working satisfactorily. The proposed architecture can handle many 
more requests than existing ones and can work in parallel in multiple clouds. The num-
ber of pending requests can distribute among other remaining PDPs. Scalability can be 
achieved in the proposed architecture as per requirement. In future, the proposed architec-
ture can be extended to include Load balancing to counter the failure of any PDP.
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