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Abstract 

Identifying the emotion or the feeling in a written essay or in a message is much harder than it is 

in a conversation. For one thing, there are no facial expressions or body language to hint at a 

writer’s emotional state. Also there’s usually no single attribute that is responsible for the tone of 

a message. This project Essay tone detector as the name suggests detects the tone of the essay or 

the message written by the writer. This is an extrapolation of the popularly used “Sentiment 

Analysis Tool” to determine the tone or the emotion of the writer in his/her literary works/social 

media/ essay writing competitions etc. This project Essay Tone Detector depends on a mix of 

rules and ml (machine learning) to identify various hints or flags in a piece of writing which adds 

to its general tone or the emotion. This Essay tone detector can tell you how your message is 

probably going to sound to somebody reading it. The goal of this project is to detect the tone or 

the emotion of the essay or the articles or the reviews and various other literary works of the 

writer. 
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CHAPTER 1 

INTRODUCTION: 

 
 

1.1 Background 
 

Emotion is one type of affect, other type of being mood, temperament and sensation. Emotions 

have been widely studied in psychology and in behavior sciences, as they are an important 

element of human nature. Nowadays they have also attracted the attention of researchers of 

computer science, especially in the field of artificial intelligence. With recent advances in the field 

of textual analysis, the area of emotion detection has become a favorite in computational 

linguistic. Since emotion detection is the newer area of textual analysis, it has weaker standard 

methods. Emotion can be expressed as happiness, sadness, anger, disgust, fear, surprise and so 

forth. 

 

 
What is a tone of writing? 

 

Tone is the mood ones writing shows. As tone of voice, tone in writing gives much more meaning 

beyond the words used. It can tell us the intention of the writer or can hide it. The award winning 

writing coach Adair Lara has said, “Tone is what the dog hears.” 

Suppose, for instance, one’s manager sent him/her a message that stated, “Do you have a moment 

to talk?” he/she might think, “Oh no, what’s wrong?” If the manager rephrased it as, “Got time to 

chat real quickly?” one may be less scared. There is nothing so negative or scary about that line 

but it is because of its tone. 

And many a times, the intention or the meaning of the message is taken in a wrong way even if 

the sender doesn’t mean that. Many times it is taken in a wrong way and thus creates the problem 

for the sender, therefore understanding the tone or emotion of the message is very important and 

checks whether the message or essay written is in right tone or emotion with that of the writer. 
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Different Types of Tones. 

 

 
Tone and emotions are full of diversity and there are various emotions and tones. It conveys 

various emotions such as sad, happy, negative, and positive and many others. 

Here are some of the tones and emotions with some examples: 
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1.2 Introducing Domain 

 

 
We have mainly used features which can be divided into 2 groups. These features are 

used for making different patterns and used to classify. These groups are: 1. Formal 

Language Based and 2. Blogging. Language based features are the features which are 

related to formal linguistics and former knowledge of different words and phrases is part 

of polarity and speech tagging of sentences. Prior tone schism means that there are 

various words and phrases which usually have a natural trend to express specific and 

specific tone. Let’s take for instance, the word "outstanding" shows a strong positive 

opinion, and the word "corrupt" shows a strong negative opinion. So, when a word is 

conveying positive attitude in a sentence the whole sentence is likely to convey a 

positive tone. Using parts of the sentences to detect the tone of the phrase is a good 

approach to detect the tone. There are various online platforms where people tend to 

write for example whatsapp, twitter, email and many more. All these online sites 

provide various features which informally allow people to express their emotions or  

tone through various emojis, hashtags, wordcapitalisation, Internet emoticons & Internet 

slang. 

 

 
 

There are widely two Classification methods and they are: Supervised versus 

Unsupervised and non-compatible versus adaptable or reinforcement methods. The first 

approach i.e. supervised approach comes with data labels & these labels will be used to 

train the classifier. 

 

 
We also have two other methods which can also be called as adaptive methods. These 

are: passive & active. Passive Methods are the methods that only take in consideration 

and use feedback to know and learn about the environment. 
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There are various methods and matrices which have been suggested and used for 

calculating & comparing the outcomes of the experiments. Some most commonly used 

matrices are: Precision, Accuracy, F1 Measure, True Rate and False Alarm Rate. It is 

shown here an example of how to calculate the metric we need. 

 

 

 

 

 

 
 



 

 

1.3 Objectives 

 

 
The main aim of the project is to develop a system which is able to detect or tell about the tone or 

the emotion of the essay or the phrase. The project is designed to fulfill following features as 

listed below: 

 

 
• To detect the tone of the essay. 

 

• To extract the features needed by the code or the algorithm from the essay. 
 

• To classify the features as needed to detect the tone or the emotion of the passage. 

 

 

 

 

 

 

1.4 Scope of the Project 

 

 

We will design a system which will compromise of two modules. The first one will help us to 

clean the data using various techniques such as tokenization, stemming, removing stop words in 

order even the data. The second model comprises of the algorithm written using machine learning 

that will help in detecting the tone or the emotion of the essay or the phrase written as input to the 

program. 
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Chapter 2 

Literature Review 

 

 

 

 

2.1 Limitations To Prior: 

 
Conclusion investigation is totally new research theme in field of micro blogging, so 

there is a lot of space for additional exploration here. A limited quantity of significant 

earlier work has been done in supposition investigation of client surveys, records, web 

online journals articles and general expression level notion examination. The better 

outcomes engaged with the conclusion arrangement are the employments of 

administered learning procedures such as innocent bays and SVM (Support Vector 

Machines), yet manual naming required for the directed methodology is exorbitant. A 

portion of the work was done on the unaided and semi managed approaches and there is 

incredible breadth for development. Different analysts testing new highlights and order 

strategies have looked at the results to baseline-line execution. There is need of better 

more formal examinations b/w the outcomes through numerous particular highlights and 

grouping techniques to choose best highlights and most proficient order strategies for 

the particular applications. 

 

 

 
 

2.2 Related Work: 

 

The sack of words models is one of the most extensively used component models for a 

basically all book gathering endeavors, with its ease and extraordinary execution. The 

model suggests message appointed the pack or arrangement of individual words with 

associations or conditions to a word, which implies it thoroughly, dismisses the 

language structure and solicitation of words in the substance. This model also amazingly 

well known in inclines examination and has been used by various experts. The least 

mind boggling way to deal with unites this model into or request is to use unigram a 

segment. Generally speaking, n gram is the 6progression of "n" words in our substance, 

absolutely   self-governing   of   some   other   word   or   gram   on   the   substance. 
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In this way, we acknowledge that the substance to be named a unigram is only a combination of 

individual words, and the proximity or nonappearance off another word in a book doesn't impact 

the likelihood of a word occurring. It is extremely essential yet has been seemed to give incredible 

performance. The direct way of using unigram is to consign them the fixed pre-polarization  and 

to average the general furthest point of the text, where the general limit of the text is dictated by 

including the different before polarities of the individual unigrams. If the word is used as a picture 

of motivation, the earlier furthest point of the word is sure, for e.g. "Good". However,  the  word 

is commonly negative in case it is connected with negative implications, for example "wicked". 

There may furthermore be limit in the model, which infers how unequivocal the term is to a 

particular class. 

 

 
"Overpowering" likely has a strong passionate furthest point, while "extraordinary" has a strong 

positive limit, yet perhaps with weak autonomy. 

 

 
There are three distinct approaches to use the pre-furthest point of words to depict. An 

independent essential technique is to use openly available online word references, which map a 

word to its past furthest point. Multi-Perspective-Questioning Answering (MPQA) is a 

subjectivity dictionary that maps a full scale ofl 4,850 words whether "positive" or "negative" and 

whether they are "strong" or "weak" themes. SentiWordNet 3.0 is another benefit that gives the 

opportunity of each word in the positive, negative and fair-minded classes. 

 

 
The resulting strategy is to construct a positive pre furthest point word reference according to the 

occasion of leach word in each particular class from our planning data. For example, if a 

particular word in our arrangement dataset (stood out from other classes) occurs more sometimes 

in determinedly checked articulations, we find out the probability that solitary word has a spot 

with the positive class rather than the diverse class. This system has been seemed to give better 

performance, as the earlier polarization ofl words is progressively proper and fitted with a 

particular kind ofl text, and isn't as typical as the past strategy. 
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In any case, the latter is the overseen approach in light of the fact that the planning data must be 

set apart to the suitable class before it is possible to register the relative occasion ofl a word in 

each ofl the class. Execution diminishes were recognized by Kouloumpis et al. using word 

reference word features with custom n gram word features worked from the readiness data, rather 

than using n grams alone. 

The third procedure is the mediation between the two approaches. In this, we develop our own 

polarization anyway not so much from our arrangement data, so we don't need to name getting 

ready data. One way to deal with do this is proposed by Turnty et al. The pre semantic bearing 

(furthest point) ofl a word or articulation is controlled by reacting the information with 

"wonderful" and removing the result from "poor" with the coordinated effort of that word or 

articulation. They used the amount of results from the huge request question's online web crawler 

to learn normal information. 

Here hits (express “shocking”) are the number of documents given by the web file (whose limit 

must be resolved) and "incredible" happen together. Hits (“wonderful”) infer the numbers of 

documents that contain "excellent" co-occur. Prabowo et al. thought of this idea and used 120 

positive words and 120 negative seeds of data to conduct an internet search. Along these lines, the 

general semantic bearing of the word suitable can be found by averaging the word's region to each 

word's seed words. 

 

 
Another graphical system for estimating the furthest point of adjectives is discussed by 

Hatzivasiloglou et al. The strategy incorporates first perceiving all the unmistakable word blends 

from the corpus and a while later arranging each pair of descriptors using an algorithm 

(supervised). A graph is worked in which center point engaging words and associations address 

the comparable or different semantic heading. Finally, the batching estimation is executed, which 

isolates the outline into two subsets, which suggests that the center points in the subset have 

basically a comparative bearing joins, and the associations between the two subsets have in a 

general sense different headings. Most subsets have positive descriptors and various have 

negatives. 
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Various experts in this field have quite recently used word references publicly open inclination, 

while others have also examined creating their own pre-polar word references. 

 

 
The focal issue with the philosophy of prior furthest point perceived by Wilson et al. He perceives 

prior limit and intelligent furthest point. They in like manner express that the prior limit of a word 

may truly be not exactly equivalent to the word used in a particular setting. 

 

 
In this model, the four underlined words "Trust", "well", "cause" and "fitting" are certain 

references when seen without reference to the articulation, anyway are not used here to pass on a 

positive inclination. This prompts the end that "Trust" may regularly be used in positive 

sentences; anyway this doesn't block the probability that it is also found in non-positive sentences. 

 

 
Prior polarization of individual words (whether or not words are usually positive or negative 

wisdom) isn't the principle issue. In light of the significant limit of the articulation, examines 

some various features, including semantic and syntactic associations between words to improve 

their request. 

 

 
The introduction of sentiment assessment may be solidly related to communicate level 

supposition examination. In 2005, Wilson and others presented a key paper on express level 

appraisal examination. It perceives another approach to manage the issue by first gathering the 

articulations according to subjectivity (polar) and the objectivity (neutral) and requesting the 

theoretical obvious articulations as positive or negative. Various passionate articulations use 

prepositional verbalization, which explicitly adds to the course of action of theoretical 

articulations. If we use an essential request we acknowledge that the important limit of the term is 

proportional to its previous furthest point, the result is around 38%. The epic portrayal structure 

propose contains an overview of general features that 
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Contain information about the significant furthest point, achieving a critical improvement in the 

introduction (in wording of accuracy) of the game plan process. The eventual outcomes of this 

paper are presented in the going with table: 
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One way to deal with decline the opportunity condition and solidify fragmented references into 

our word model is to use bigrams and trigrams as well as unigrams. Bigram is a collection of two 

on very basic level irrelevant words in a book, and trigram is a variety of three consecutive words. 

Subsequently, we can calculate the previous furthest point or the probability of the bigram/trigram 

of the explicit class – rather of prior limit of disengaged class. Various experts have investigated 

various roads in regards to them, saying that in case we have to use one of them, unigram perform 

better, and a bit of the unigram with bigram can give better results. Trigrams generally have poor 

performance. Execution decline using trigrams considering the way that there is an exchange off 

between capturing continuously complex models and word incorporation when moving to higher 

numbered grams. A couple of researchers have endeavored to recall disclaimers for the Unigram 

word model. Throb et al. Furthermore, used a model in which prior polarity was changed to the 

word, which means renouncing (like "no", "not", "don't, etc.). In this manner, some appropriate 

information is associated with the word model. 

 

 
Syntactic features, (for instance, Parts of speech marking" or POS naming) are similarly normally 

used around there. The thought of tagging each word of a tweet concerning any part of speech is: 

thing, pronoun, activity word, descriptor, modifier, power, etc. The thought is to perceive and use 

models reliant on this POS which we can use in the gathering system. For example, it has been 

represented that target tweets have more run of the mill things and outcast activity words than 

enthusiastic tweets, so if a tweet is masterminded, the more conspicuous use of nonexclusive 

things and activity words is generally speaking as an untouchable glancing in, that tweet is 

objective ( according to this component). Likewise, passionate tweets contain more qualifiers, 

graphic words, and increases. These associations are developed in the figures underneath: 
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In any case, there is still conversation about whether part of speech is a useful component of 

suspicion gathering. A couple of experts battle for better POS features while others don't 

recommend them. 

Beside these, there is a ton of work to be done in filtering for a component class that is only 

sensible for the micro blogging territory. The closeness of URLs in a tweet and the number of 

capitalized letter/letters in a tweet were noted by Koulompis et al. likewise, Barbosa et al. 

Koulmpis addresses positive results for the use of features, for instance, emoticons and Internet 

slang terms. Brady et al concentrates on the reaching out of words as a picture of subjectivity in a 

tweet. The paper reports positive results of their study, suggesting that if a word is progressively 

visit; the term is seen as a strong sign of subjectivity. 

 

 
Gullible bayes classifier and state vector machines are the most consistently used portrayal 

techniques. A couple of authorities, for instance, Barbosa et al. circulate extraordinary results for 

help vector machines, while Pak et al. reinforce Naive Bayes. 

 

 
Disregarding the way that it continues adding logically named essays to planning data, it has been 

seen that having a greater getting ready test is somewhat payoff to a particular degree, by then the 

precision of the request is for all intents and purposes consistent. Barbosa et al. for getting ready 

classifiers used essays named by Internet sources as opposed to hand naming. Simultaneously the 

precision of the stamped models is lost (shown as the development in uproar) anyway if the 

accuracy of the readiness name outperforms a large portion of, the higher the name, the higher the 

course of action result precision. In this way, if there are a gigantic number thus, by then our 

imprints will make racket, will be mistaken and can be compensated for the misunderstanding. On 

the other hand Pak et al And Go et al see the proximity of positive or negative emoticons to give 

out names to tweets. Like the above case, they used a tremendous number of essays to diminish 

the impact of noise on their arrangement data. 
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CHAPTER-3 

SYSTEM DEVELOPMENT 

 

 

 

3.1 Introduction 

 

 
The tool made as a bit of this arrangement program engages a customer to move a book record 

and predicts the tone of the moved content with about 85% precision. The model trains at 50,000 

unpredictable sentences out of the... sentences in the dataset obtained from Kaggle. The 

estimation used to envision the sentiment of the sentences in the data record is Logical 

Regression. After viably choosing the sentiment of each sentence, the instrument reestablishes the 

most a great part of the time happening feeling in all the sentences. It furthermore forms a pie 

chart outlining the general scattering of various sentiments in the information record. 

 

 
3.2 Model Implementation 

 

 

Figure 3: Model Implementation. 
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3.3 Software Used 

 
This system is built with the help of number of tools which provide us platform to run our 

algorithms or store data or the functions for the front end services some of the main tools are as 

follows: 

 

 
NLTK (Natural Language Toolkit): 

 

 

The Natural Language Toolkit (NLTK) is a phase used for building Python programs that work 

with human language data for applying in genuine standard language taking care of (NLP). 

 

 
It contains text getting ready libraries for tokenization, parsing, request, stemming, marking and 

semantic reasoning. It moreover fuses graphical presentations and test instructive lists similarly as 

joined by a cook book and a book which explains the measures behind the key language dealing 

with assignments that NLTK supports. 

The Natural Language Toolkit is an open source library for the Python programming language at 

first created by Steven Bird, Edward Lopper and Ewan Klein for use being created and guidance. 

It goes with a hands-on control that presents focuses in computational phonetics similarly as 

programming basics for Python which makes it proper for etymologists who have no significant 

data in programming, pros and researchers that need to plunge into computational historical 

underpinnings, understudies and instructors. 

 

 
Microsoft Excel: 

 

 

This is a kind of spreadsheet that is made by the Microsoft for a wide scope of working systems. 

The standard features of MS Excel is that it contains diverse logical limits that can help us in 
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calculations and there are a piece of instruments that can be used to plot diagrams in different 

structures that urges us to separate data and various instruments, for instance, turn tables, 

programming language named Visual stray pieces for various applications. 

Spreadsheets will provide you with the characteristics arranged in rows and columns that can be 

changed deductively using both basic and complex number shuffling exercises. Despite the 

standard spreadsheet features, Excel offers programming support by methods for Microsoft's 

Visual Basic for Applications (VBA), the ability to get to data from outside sources through 

Microsoft's Dynamic Data Exchange (DDE). Microsoft Excel is an Electronic Spreadsheet 

Computer Program. 

 

 
3.4 Preprocessing Data: 

 

 

Cleaning of the data that we are going to use is very important to highlight the important points 

that are necessary for our machine learning framework to pick. This includes various steps: 

 

 
1. Eliminate Punctuation: 

 

Punctuations like comma, full stop, question mark etc. These give meaning to the sentence. 

But in vectorizer that will count the no of words and thus these punctuations does not add a 

value and thus these are removed. For instance: why did you do this? > Why did you do this. 
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2. Tokenization: 

Figure 4.1: Eliminate Punctuation. 

 

In tokenization every sentence is read line by line and is converted into individual words. 
 

For instance, I am going out. It is expressed as [I, am, going, out]. This process is called as 

tokenization. 

 

 
 

 
Figure 4.2: Tokenization 
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3. Stopwords: 
 

Stopwords are the words that are common in the sentence and do not add to the emotion of the 

passage and thus we remove them. Some Stopwords are is, am, are, this, a, an, the. 

 

 
 

 

Figure 4.3: Stopwords 
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4. Stemming: 

 

 

Stemming is the process in which word is written into its root form. There are various forms of a 

single word only and by reducing the word to its root form we can reduce the noise in the data and 

avoid using the same word again and again. For instance words connections, connecting 

connected are all derived from the same word connect. 

 

 

 

 

 

 
Figure 4.4: Stemming 
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Chapter 4 

 

Code Implementation 

 

 
This module consists of different codes for various functioning of the project and also the outputs 

figures captured in running environment. 

 

 

 

 
4.1 DATASET: 

 

The dataset consists of 4, 15, 809 sentences with labeled emotion. The data is collected from Kaggle. The 

screenshot of the dataset is: 



21 
 

 
 

Figure 5.1: Dataset 
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Figure 5.2: Dataset 

 

 

This dataset is obtained from Kaggle. Our module learns on this dataset. The tool learns on       

50, 000 randomly picked sentences out of whole dataset. This data is then transformed into the 

matrix and our model is trained on this data. 

The algorithm used is Logical Regression. 

 

 

4.2 Code: 
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Figure 6.1: Code 
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Figure 6.2: Code 
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Figure 6.3: Code 
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Figure 6.4: Code 
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Figure 6.5: Code 
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4.3 OUTPUT: 
 

 

 
 

 

Figure 7.1: OUTPUT WINDOW WHEN PROGRAM IS RUN 
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4.4 INPUT TEXT FILE: 
 

 

 

 

 

 

 

Figure 7.2: Input Text File 



30 
 

 
 

Figure 7.3: UPLOADING THE INPUT TEXT FILE. 
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4.5 FINAL OUTPUT: 
 

 

 
 

Figure 7.4: The figure shows the tone of the essay. 
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Figure 7.5: Figure depicting details of various emotions via pie chart. 
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Figure 7.6: Combined image. 
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Chapter 5 

Conclusion 

 

 
In this chapter, we observed how machine learning can be used to implement essay tone detection. 

Various other machine learning algorithms can be used but we have used logistic regression. 

To conclude, we have discussed the whole process of development of this system and we can rely on 

this system. 

 

 

Future Scope 

 

 

 
This chapter discusses the future scope or the implementation of this robot. To increase the scope of this 

device we can add some new features. As technology is becoming more advance it will be mandatory to 

change the structure some day with better replacement and sometimes based on customer requirements. 

The results that we achieved are as follows: 

• The model can be used by a non-IT technician. 

• The model is ready to be of commercial use. 

 

• The system has the capacity to carry up a large amount of textual data. 

 

• The system can serve as much people as they want within anorganization. 
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