Monitoring and Deployment in Cloud Infrastructure

Project report submitted in partial fulfillment of the requirement for the degree
Of
Bachelor of Technology

In

COMPUTER SCIENCE & ENGINEERING

By
Abhishek Jain (161212)

Under the supervision of

Mr. Anoop Kumar

Department of Computer Science & Engineering and Information Technology
Jaypee University of Information Technology, Waknaghat, Solan-173234,
Himachal Pradesh



Certificate

[ hereby declare that the work presented in this report entitled “Monitoring and Deployment in
Cloud Infrastructure” in partial fulfillment of the requirements for the award of the degree of
Bachelor of Technology in Computer Science & Engineering submitted in the Department of
Computer Science & Engineering and Information Technology, Jaypee University of Information
Technology, Waknaghat is an authentic record of my own work carried out over a period from
February 2020 to May 2020 under the supervision of Mr. Anoop Kumar (Manager, Cloud
Operations).

The matter embodied in the report has not been appeased for the award of any other degree or
diploma.

Ak L.

Abhishek Jain ( 161212))

This is to certify that the above affirmation made by the candidate is true to the best of my
knowledge.

Mr. Anoop Kumar

Manager, Cloud Operations
Dated: 23rd May, 2020



Acknowledgement

I would like to take the opportunity to thank and express my deep sense of gratitude
to my project guide Mr. Anoop Kumar and my mentors Mr. Ketan Bhardwaj and Ms.
Megha Taneja for their immense support and valuable guidance without which it

would not have been possible to reach this stage of my final year project.

I am also obliged to all my faculty members for their valuable support in their
respective fields which helped me in reaching at this stage of our project. My thanks
and appreciations also go to the colleagues who have helped me out with their abilities

in developing the project.

Alsde i

Abhishek Jain
161212

Date: 23" May, 2020



Table of Contents

Certificate 2
Acknowledgement 3
Table of Contents 4
Abstract 9
Chapter 1. INtrOAUCTION ...uvieiieiieiiiiiiiieeieitenteecesensansessescnssnsessessnsansessnscnses 9
L1 INtroducCtion. .....oeee e 10
1.2 Problem Statement ...........o.oiuiiiiiniii e 10
1.3 OB IVES . ettt ettt e e 11
1.4 Methodology.....oueinii 11
1.4.1 Network Utility used in management of resources....................... 11
1.5 Organization of the thesis ............oooiiiiiiiiiiii e 13
Chapter 2. LIterature SUINVEY ...iieeeiieteeeeeeetieceecesensencessescnsonsesssensansascessnsanses 14
2.1 INErOAUCHION. ... ettt e 15
2.2 Monitoring in Cloud Infrastructure...............ooiviiiiiiiininiiieienannn, 15
2.2.1 Nagios for Monitoring..........co.euevuiriiieiiiiiniiiinieenn, 15
2.2.1.1 Features 0f NagioS.......ovuiuiiniiiiniiiiiiiiieiiaeeaees 15
2.2.1.2 Components 0f Nagios........couvviiiiiiiiiiiiiiieininennennn. 16
2.2.1.3 Nagios Configuration Files.....................ooooiiiin 16
2.2.1.4 Host Checks in NAQIOS. ... ..oveviniiiiiiiieiiieeeieieenea, 17
2.2.1.5 Services Checks in Nagios........cccovviiiiiiiiiiiiiiininn. 18
2.2.1.6 Different type of checks in Nagios................ooovvvnnnnnn. 18
2.2.2 Prometheus for Monitoring.............ovvvvviiiiiiiiiiiiiniieineennn, 19
2.2.2.1 Features of Prometheus..............c..cooooiiiiiiiiin 20
2.2.2.2 Components of Prometheus..................ccooviiiiiiinnn, 20
2.2.2.3 Alerting in Prometheus................ccocoiiiiiiiiiiin 21
2.2.3 Pagerduty for MONItoring..........oovvviieiiiiiiiiieieene e, 22
2.3 Deployment in Cloud Infrastructure.................ooooviiiiiiiiiiiiiii i, 22
2.3.1 Ansible for automation and Deployment....................oooeiiiiiini. 22
2.3.1.1 Components of Ansible.............ccooivviiiiiiiiiiiiiiiin. 23



2.3.2 Jenkins for automation and Deployment.......................o.ceeee 24

Chapter 3. System DevelOpment......ccveiieiieiiiieiiereeenrenreessesntenssessscnssnssssessnsens 26
3.1 Introduction to PostgreSQL.........cciiiiiiiiii 27

3.2 Introduction to Python.............ooooi i 27

3.3 Introduction to Network Utilities. ........o.oveeiriiiiiieeeiieeeeeane, 28

BB L WITESNArK. ... 28

3.3.2 Ping network utility.........coooiiiiiiiii i, 30

3.3.3. Traceroute network utility............cooooiiiiiiiiii e, 31

3.3.4 Netcat network utility.............oooiiii i 32

3.4 System ReqUITEMENTS. ... .oueii e, 34

3.4.1 Software ReqUIrEMENTS ........c.ooiiriiii i 34

3.4.2 Hardware ReqUIremMents. ...........o.oueiniiriieitiiiiiteeeeeeieeaenen, 35

3D CONCIUSION. ...ttt 35

Chapter 4. Performance AnalysiS......cceeeeieeieererenieeteeeesenssnsessssnssnsesssonsonssssnse 36
o I [ oo (1Tl s 1o s PRSPPI 37

4.2 Nagios of MONItOTING. ... .euenett et e, 37

4.3 Ansible for Management. ...........ooeviuiiiiitiitiii e 40

Chapter 5. Conclusion & future WOTrK.....cocveveiieieriieiernieesaeseesassessnsnssssnsesens 42
5.1 CONCIUSION. .. vttt 43.

5.2 FULUIE WOTK. ...t e 43

=] (] (=] 00N 44



Fig 1.1
Fig 2.1
Fig 2.2
Fig 2.3
Fig 2.4
Fig 2.5
Fig 2.6
Fig 3.1
Fig 3.2
Fig 3.3

Fig 3.4
Fig 3.5-
3.6
Fig 3.7

Fig 3.8
Fig 4.1
Fig 4.2
Fig 4.3
Fig 4.4
Fig 4.5
Fig 4.6
Fig 4.7

Fig 4.8

List of Figures

Working of SSH

Nagios Architecture

Nagios Plugin result

Nagios active checks process
Nagios Passive checks process
Prometheus Architecture
Alertmanager Sample Template
Wireshark packet capture - |
Wireshark packet capture - 11
Ping output

Traceroute output
Netcat server-client results

Get command using netcat
Checking open ports using netcat
Sample host file for Nagios
Sample services file for Nagios
Nagios status

Nagios Ul for host checks
Nagios Ul for service checks
Ping module in Ansible

Custom playbook in Ansible

Playbook Execution results

12

17

18

19

19

20

21

29

30

31

32

32

33

34

37

38

38

39

39

40

40

41



ABBREVATIONS
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ABSTRACT

Cloud Computing has gained a lot of interest in recent time. Now-a-days any resource could
be accessed from anywhere in the world. Moreover services can be hosted online as well. The
number of users accessing the internet is increasing day by day. With the increase in number
of users, the requests per second made by the users for a particular is increasing. To handle
those requests, the hosts hosting the particular services are also increasing. But those hosts need
to be monitored and configured as well. With the large number of hosts, the monitoring and
management process becomes tough and to solve this problem, tools are required which can
automate the process up to some extent. In this project we will be discussing some tools which

can be used for monitoring and management purposes.
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CHAPTER: 1 INTRODUCTION

1.1 Introduction

Nowadays, everyone is using different resources present at different corners of the world.
People are using various services like social networking, online shopping, movies that are
hosted by different servers around the world. Moreover people are now moving their local data
to cloud platforms for better storage, better accessibility and for various services available
online. People can even host their services without even using their own hardware architecture.
But the question arises how this is all possible. This is possible just because of the concept of

cloud computing. Hence, the concept of cloud computing is quite popular in recent years.

With the increase with users, the servers hosting particular services are increasing as well. But
it causes a problem in management of servers. For a big cloud architecture, two things are
always critical i.e. monitoring and deployment. The servers need to be consistently monitored
because if there is some problem then all the services will go down and it will cause a lot of
problems for the company as well as the customers. Moreover the servers present all over the

world need to be frequently upgraded, which may be a security patch or a software upgrade.

To monitor and manage the cloud, we need some tools that can perform the task in real time
without affecting the services hosted on the cloud. If we have some tool that can notify the
problem in the real time, then the proper steps could be taken and the customers using the
services will not be affected much. Imagine a situation when a problem going on in the cloud
may not be notified in the real time, or there is some problem that the security patch could not
be made in the real time, then it can cause a lot of trouble for the customers as well as for the
Company.

To solve these kinds of problems we need proper tools that can fulfill our requirements.

1.2 Problem Statement
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Users using the services available online are increasing day by day due to which large number
of resources are to be made available to fulfill the requirement. But with the increase in
expansion of resources, the management of resources has become a tedious task. The resources
should be available at real time and to ensure this we need tools that can help in managing the

resources that are present at different geographical locations.

With the help of various networking tools, we can manage the resources in real time from
anywhere in the world. The aim would be to learn about different tools and technologies that

can help us to manage the resources in real time.

1.3 Objectives

The main objective of the project would be to know the different tools and technologies
available that can help us to manage the resources in real time and with greater efficiency.

It will be a process of the few steps:

A. Collecting the information about relevant tools and technologies from online resources.
B. Implementing the tools to check the features.

C. Deciding what tools can fulfil our requirement.

1.4 Methodology

A local setup will be made with the help of various operating systems running on virtual
machines. This will help us to test different technologies and their uses. With the help of various
tools and technologies, we will try to monitor and manage various hosts. We will see how those
tools are working and what networking utilities are behind them which is helping us to manage

our resources.
1.4.1 Network utility used in management of resources
The SSH (Secure Shell) is a software package that is used to make a connection with the remote

host over an insecure channel. It is used almost everywhere to manage the remote devices.

With the help of encryption, the SSH secures the channel between the client and the server. It
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provides various options for authentication with message security and integrity. It is a better
alternative than telnet and FTP which were insecure. SFTP is a secure file transfer protocol that

is used to transfer files in an encrypted manner.

It is used for different purposes like:
e A secure channel to access resources for users and automated process
e Automatic file transfer
e executing commands on remote host

e managing network devices

Working of SSH protocol:

SSH works on the client-server architecture. This means that the connection is established by
the client to the server. With the help of public key cryptography, the identity of the server is
identified. After the identification phase, using strong encryption and hashing algorithms, a
secure channel is created between the client and the server. And then the data can be exchanged.

The figure below describes the whole process:-

Client Server
Client initiates connection —

-« Server sends public key

<Negotiates parameters and open
secure channel

.-"-'"

'Client login to server operating system

Fig 1.1 represents how SSH works
Authentication with SSH keys

For automation and single-sign on, public key infrastructure method is mainly used. In this
there is a public-private key pair which is used for authentication. The public key is present on
the server, and anyone having the private key can access the server. This is mainly used for

secure automation. The files can be automatically transferred or commands could be executed

12



on the remote host with the help of this. The whole process could be automated and the systems

can be configured automatically.

In large organizations, there are large number of SSH keys, therefore to manage these keys is

an important task. SSH keys perform the similar functions as usernames and password do.

After the connection phase, the data can be transmitted over secure channel without the
possibility of the man-in-the-middle attacks. The data is encrypted by the parameters negotiated
during the setup phase. The data is encrypted using the industry standard encryption algorithms

like AES, and it ensures integrity using hash algorithms like SHA-2.

The files can be transferred to the remote host using SFTP. It works using SSH and is most

widely used utility around the world.

Examples of SSH clients are:
e OpenSSH for Linux/Unix environment.
e Putty for windows environment.
e CyberDuck for Mac.

1.5 Organization of thesis

The thesis is divided into 5 chapters. The first chapter talks about the problem statement,
objectives, and the methodology that is used. The second chapter talks about the literature
survey. The third chapter talks about the system development and the fourth chapter talks about
the tools that were used for the management of the target hosts. The fifth chapter talks about

the conclusion and future work.

13
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CHAPTER: 2 LITERATURE SURVEY

2.1 Introduction

The cloud computing is in great demand now. The resources can be accessible from anywhere
in the world. Moreover the resources are replicated at different geo-locations for better
accessibility and low latency. To manage and monitor these resources, there are industry
standard tools available with different features. These tools uses the SSH utility to make remote
connections and perform the given task. The monitoring and deployment aspects plays an

important role in cloud infrastructure.

2.2 Monitoring in Cloud Infrastructure

The Monitoring plays an important role in cloud infrastructure. The servers hosting the
resources needs to be continuously monitored. For a big cloud infrastructure, monitoring each
and every host is a very difficult task. To ease the monitoring process and to automate this to

some extent, there are various tools available i.e. Nagios, Prometheus etc.

2.2.1 Nagios for monitoring

Nagios is an open source tool for monitoring the hosts. It monitors the hosts and services that

we specify, and alerts when anything goes bad or even when it comes back to normal state.

2.2.1.1 Features of nagios

e Nagios can monitor various network services like SMTP, POP3, PING, HTTP etc.
e It can monitor host resources as well like memory, CPU usage etc.

e We can design our own plugins as well.

e The task across various hosts are done parallelly.

e Inheritance and hierarchy like features are also available.
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e We can also specify contacts to reach when something wrong happens.
e Logs can also be created with log rotation feature.

e A web interface is also available for better visualization.

2.2.1.2 Components of nagios

e Nagios core - It is the primary monitoring and alerting engine.

e Nagios plugins - These are the executable which are responsible for checking the status
of the remote host. These are executed on the remote host and alerts the nagios core
about the state of the host. There are multiple plugins available for checking services
like SSH, SMTP etc.

e Nagios add-ons - These are the additional packaged which extend the functionality of
Nagios core.

Available add-ons are:
= The configuration files can be managed from web interface
= NRPE for monitoring remote host

= Passive check which are not a part of nagios plugins but provides the states of

the remote hosts to the nagios core

= Notification login could be enhanced

2.2.1.3 Nagios Configuration files

To tell the nagios what hosts are to be monitored, and what should be done if any anomaly
happens, the configuration files are needed. Using those file, nagios takes decisions
accordingly.

The various files of nagios are:-

e Main configuration file - It contains the directives that affects the operation of nagios

core daemon.
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e Resource files - It is used to store user defined macros. The sensitive information like

passwords are usually stored in resource files.

e Object Definition file - It is used to define services, hosts, contacts, commands etc. It

defines what to monitor, whom to contact in anything happens.

e CGlI configuration file — It contains the directives for the operations of CGl files.

Nagios
Daemon

—

CGls

1 [ |

| |
N

Resource Fila(s) Object Definition
File{s)

CGl Config File

Fig 2.1 describes how the configuration files are used by Nagios daemon.

2.2.1.4 Host Checks in Nagios

The hosts present in the host file are checked at regular interval of time. The interval can be

defined by check_interval directives present in host definitions. The on-demand checks are

scheduled by nagios as well when the service state on the host is changed to determine the

reachability of the host. The checks are done parallelly across all the hosts.

There are three host states:-
° Up

e Down
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e Unreachable

The plugins that are executed on the hosts determine the state of the host and inform the nagios
daemon about the same.

Plugin Result Preliminary Host State

OK UpP

WARNING UP or DOWN"
UNKNOWN DOWN
CRITICAL DOWN

Fig 2.2 represents the plugin result and the corresponding state of the host.

2.2.1.5 Service Checks

The services hosted on the hosts are checked at regular interval of time. The interval is defined
by ‘check_interval’ and ‘retry_directives’ in the service definitions. The on-demand service
checks are also done by nagios if there is any dependency between the services. The checks are

done parallelly. The services that are checked can be any one of the four states mentioned
below:-

e OK
o WARNING

e UNKNOWN
e CRITICAL

2.2.1.6 Different types of checks in nagios

e Active checks — The checks which are initiated by nagios core demon are active checks.

The plugins are executed by nagios core and it returns the state back to the daemon. If

18



something wrong is detected, then the daemon will take the required actions and contact

the specified receiver.

Plugins

Fig 2.3 represents the process of active checks in nagios.

e Passive checks — These checks are initiated and executed by external applications which
are usually behind the firewall where nagios is unable to access the hosts. After the
checks are done, the application inform the nagios about the state of the host and nagios
takes actions accordingly. The only requirement is that the result that are returned

should be in the format as specified by nagios.

Fig 2.4 represents the passive checks process in Nagios
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2.2.2 Prometheus for monitoring

Prometheus is an open source tool that is used for monitoring and alerting purposes. It stores

the time series data of target host.

2.2.2.1 The feature of Prometheus’s are:-

e amulti-dimensional data model is created with time series data which are identified by
key value pairs

e To efficiently use the dimensions, PromQL is there. It is a flexible query language

e There is an intermediary gateway for pushing time series

e With the help of static configurations and service discovery, targets can be identified

e For graphs and dashboard, multiple modes are available which helps in better

visualization

2.2.2.2 Components of Prometheus

e Prometheus server — It collects and stores the time series data

e Client libraries — These are responsible for collecting metrics and sending to the server.
They can be written in GO, Ruby and python. Other languages are also supported.

e Push Gateway- For short lived jobs a gateway is available for pushing metrics

e Alertmanager — For handling and alerting the alerts

e Various support tools

e Exporters for services like StatsD, Graphite etc.

20



Service discovery

Prometheus

Shulr't:ived alerting .+ pagerduty
joDS
! kubernetes file sd
push metrics: Alertmanager | - Email
atexit !
1 discover
¥ targets ¥ notify .
) ] | etc
Pushgateway i Prometheus server 1
H push
alerts
rrrrrrrrrr pull | | Retrieval | Tspg | HTTP
metrics server
PromQL
9 Prometheus
web Ul
¥
Grafana
exporters | | e | e > visualization
and export
Prometheus
targets e API clients

Fig 2.5 represents the architecture of Prometheus

2.2.2.3 Alerting in Prometheus

Alertmanager is a component of Prometheus which is used for handling the alerts. It can group
the alerts according to some criteria and can reduce the number of alerts which can further help
in visibility and analysis. It also perform other functions like inhibition, silencing and sending
the alerts to specified receiver. The receiver can be a chat system, on-call person or mail.

global:
slack_api_url: '<slack_webhook_url>’

route:
receiver: 'slack-notifications'

group_by: [alertname, datacenter, app]

receivers:
- name: ‘slack-notifications’

slack_configs:

‘#alerts'

text: 'https://internal.myorg.net/wiki/alerts/{{ .GroupLabels.app }}/{{ .GrouplLabels.alertname }}'

- channel:

Fig 2.6
Figure 2.6 represents the sample template for the slack notifications. The global

configurations are mentioned below the global keyword. The receivers, to which notification

has to be sent needs to be mentioned below the receiver’s keyword.
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frontenc-psger O O datsbase-psger

default-receiver O

Fig 2.7 Routing tree example

Figure 2.7 represents the routing tree for different receivers. It represents that different routes
could be mentioned according to the type of alerts. For e.g. alerts related to frontend application
could be routed to frontend pager and the alerts related to database could be routed to backend

pager. In this way the alerts could be managed well and resolved faster.

2.2.3 Pagerduty in monitoring

Pagerduty is a tool created to enhance the performance and reliability of businesses by
eliminating the chaos across the entire operations lifecycle. It gives powerful capabilities like
on-call scheduling, escalation policies, incident monitoring etc. It enables DevOps to deliver
better experience to customer. With the help of real-time alerts, DevOps team can quickly act
and resolve the problem. It enables users to set up and prioritize the alerts with SMS and voice
messages capabilities. For example, if a team member doesn’t respond to the email in a timely

manner, the alert notification would automatically be sent to alternative team member.
Features of pagerduty are:-

e Reliable alerting

e System and user reporting

e Automated escalations

e Service grouping

e Mobile incident management

2.3 Deployment in cloud infrastructure
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The deployment plays an important role in cloud infrastructure because every day there is a
change, which may be a security patch or a software update. But when services are already
running, deployment of a software package on the servers becomes critical. There are industry
standard tools available for deployment and management of hosts like Jenkins, Ansible,

bamboo etc.

2.3.1 Ansible for automation and deployment

Ansible is an open source tools that is used for automation. It is a powerful tool and is easy to
install. It can be used in configuration management, deployments and automation of tasks. It
can also do IT orchestration where tasks are to be executed in sequence on several servers. It

uses SSH agent to make connection to remote host for doing the desired task.

2.3.1.1 Components of Ansible

It is a simple tool for automating cloud provisioning, deployments and configuration
management. The components of Ansible are:-

e Modules — Ansible make connections to host and executes scripts on them which are
called “Ansible modules”. The modules can also accept parameters. Ansible modules
could be customized according to the need.

e Module utilities- When different modules uses the same piece of code, these functions
can be stored as module utilities to reduce duplication and maintenance.

e Plugins- While modules are executed on the remote host, plugins executes on the
control node. It offers various options and extension for the existing features of Ansible.
It can help in transforming output to more human readable format, logging etc.

e Inventory- By default Ansible picks the remote host information from the file written
in YAML, INI etc. But it can also picks host from sources like Openstack, Rackspace

etc.
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e Playbooks- To enable orchestration, play books plays an important role. In this you can
defines various steps in order to achieve a desired state. Multiple host can be defined

for which the tasks are to be executed.

2.3.2 Jenkins for automation and deployment

Jenkins is an open source automation tool written in java with plugins built for continuous
Integration purpose. It is used for build and testing software projects continuously that makes
easier for developers to integrate the changes to the project. Due to this users always get a fresh
build. With the help of Jenkins, the development and testing process could be accelerated
through automation. With the help of plugins, Jenkins provides continuous integration. Several
tools could be integrated with the help of plugins like HTML publisher, Git etc.

Advantages of Jenkins:

e Open source tool with great community support
e Easy to install

e Large number of plugins available

e Free of cost

e Developed in java, therefore can be used on major platforms

Continuous integration is a development practice in which the developers are required to make

changed to code in a shared repository frequently. When a change is made, a new build is made

available. It can make testing process easier and efficient.

How Jenkins works?

e Suppose a developer commits a change in the shred repository. At regular interval,
Jenkins server checks the repository.
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As soon as a change occurs, the Jenkins detects the change and make a fresh build of
the project

If the build process fails, the concerned team is notified

If the build process is successful, the builds is installed on the test server

After testing Jenkins generates the report and notifies the developer

It will continue the process if any change is notified
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CHAPTER: 3SYSTEM DEVELOPMENT

3.1 Introduction to PostgreSQL

PostgreSQL is an open source object-relational database system that uses SQL language and

extends its existing features including safely store and it scales the most complicated data

workloads.

Features of PostgreSQL:

User defined data types are available
Table inheritance

Locking mechanism

Nested transactions

Asynchronous replication

Views, rules, sub-query

It allows to add custom functions using programming languages like C/C++, java etc. User

defined data-types, index types are possible. The user requirements could be filled by using

customized plugins.

For a connection to a database:

psql -d databse -U user -W

If database resides on other hosts then
psql -h host -d databse -U user -W

3.2 Introduction to python

27



Python is an open source, high-level and object-oriented language. It has built in data
structures, with dynamic binding which makes easy for writing codes in few line as possible.
Python syntax is easy to understand and use. Because there is no compilation step involved,
the edit-debug-test cycle is fast. Debugging in python is easy because there is a built in

debugger.

Features of python:

e Easyto learn and use

e Understandable and readable
e Interpreted language

e Open-source language

e Cross-platform language

e object oriented language

e GUI can be built is well

3.3. Introduction to Network Utilities

There are several network utilities available for troubleshooting the network problems like
ping, traceroute, Wireshark etc. These tools can be used to monitor the network connectivity

and the problems could be detected easily.

3.3.1 Wireshark

Wireshark is network packet analyzer. It captures the packet and presents in as detail as
possible. With the help of details of packet, the network problems could be easily detected. It
gives details about all the packets moving from particular interface. It can also be used for
learning purposes. By looking at the captured packet, one can have an idea about how the data

is transferred between the two devices.

Purpose of Wireshark:
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e Itis used to troubleshoot the network problems
e Itis used to examine security problems

e |t can be used to verify network applications

e |t can be used to debug network protocols

e |t can be used to learn network protocols

Features of Wireshark:

It is available for both Unix and Windows

e It captures live packet transmission of any network interface
e It can be used for analyzing saved packet captures
e Packet captures can be saved as well

e Packets can be filtered according to some criteria

e Statistics can be developed as well

File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help
4 u o @ RE QAL P2IKALZE & LES

Apply a display filter ... <Ctrl-/>
Source Destination Protocol Length Info
HPVE.

No.

Time
16.000600600 T8O :da32:e3ff fe6d:d581 TeB0: : ch64:8337:5018 11604 86 Neighbor Solicitation for fe b64:8337:5b18: 1604 from 08:32:e3:6d:05:81
2 6.000837446  feBO: :cb64:8337:5018:16d4 TeB::da32:e3ff:fe6d:d581 TCMPYE 78 Neighbor Advertisement fes@: 337:5b18:16d4 (s01) I
38,670918958  192.168.43.74 192,168.43.1 DNS 74 Standard query ©x9fef A ww,juit.ac.in
48.679115198  192.168.43.74 192.168.43.1 DNS 74 Standard query @xc2df AAAA wew.juit.ac.in
5 8. 763087868 102.168.43.1 192.168.43.74 DNS 118 Standard query response @x9fef A www.juit.ac.in CNAME juitwebserver.juit.ac
6 8.830775563 192.168.43.1 192.168.43.74 DNS 163 Standard query response 8xc2df AAAA www.Jjuit.ac.in CNAME juitwebserver.juit
76.831168202  192.168.43.74 192.168.43.1 DNS 84 Standard query 0x9d6b AAAA juitwebserver.juit.ac.in
816.833142746  102.168.43.1 192.168.43.74 DNS 84 Standard query response 8x9d6b AAMA juitwebserver.juit.ac.in
96.930633758  192.166.43.74 14.139.240.53 TCP 7444322 - 80 [SYN] Seq=0 Win=64240 Len=0 MS$=1460 SATK PERM=1 TSval=381689158
10 1.004282240  14.139.240.53 192.168.43.74 TGP 74 80 ~ 44322 [SYN, ACK] Seq=0 Ack=1 Win=8192 Len=0 M55=1370 WS=256 SACK_PERM=
111.004318866  192.168.43.74 14.139.240.53 TcP 66 44322 ~ B [ACK] Seq=1 Ack=1 Win=64256 Len=0 TSval=381689272 TSecr=B884642
12 1.604432668  192.168.43.74 14.139.240.53 HTTP 144 GET / HTTP/1.1
13 1.228980849  14.139,246.53 192,168.43.74 Tcp 66 80 — 44322 [ACK] Seq=1 Ack=79 Win=66384 Len=e TSval-808648436 TSecr-3816892

14 3.072466154  xiaomiGo 6d:ds:E1 IntelCor eh:ez:36 ARP. 42 Who has 192.168.43.742 Tell 192.168.43.1

» Frame 1: 86 bytes on wire (686 bits), B6 bytes captured (688 bits) on interface wlp5se, id ©
» Ethernet II, Src: XiaomiCo_6d:d5:81 (dB:32:e3:6d:d5:81), Dst: IntelCor_eb:e2:36 (oc:dd:24:eb:e2:36)
~ Internet Protocol Version 6, Src: feBo::da32:e3ff:fe6d:d581, Dst: fe8d::cb6d:B337:5b18:16d4
@118 .... = Version: &
b ... BEE0 BEDO ... .... ... . .... = Traffic Class: 6x90 (DSCP: €S, ECN: NOT-ECT)
. .... BEBE DEEG BEOO BOOR BBV = Flow Label: DxeeDeE
payload Length: 32
Next Header: ICMPvE (58)
Hop Limit: 255
Source: fe80::dad2:e3ff:fe6d:d581
Destination: feBo::cb64:8337:5b16:1604
[source SA MAC: xiaomiCo_6d:d5:81 (d8:32:e3:6d:d5:81)]
~ Internet Control Message Protocol v6
Type: Neighbor Solicitation (13S5)
code: ®
oc dd 24 eb e2 36 d8 32 e3 6d d5 81 86 dd 60 08 5 6.2 .m
00 00 @0 20 3a ff fe 60 0O 00 00 €0 00 60 da 32 :
e3 ff fe 6d d5 81 fe 80 00 00 00 60 00 06 ch 64 m d
83 37 5b 16 16 d4 87 60 d7 ca 60 60 09 66 fe 89 7[
60 BG 86 00 68 60 cb 64 83 37 5b 18 16 d4 61 O1 d 70

Packets: 77 - Displayed: 77 (100.0%) Profile: Default

Fig 3.1
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File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help
Admio @PRRE QL >VKIE|E e E

R[Apply a display filter .. <Ctrl-/>

Destination Protocol Length Info =
2464:6800: 4602 :80a: : 2004 TCP 94 66556 - B9 [SYN] Seq=6 Win=54508 L
fde:aa5: 2bc8:2d73 TcP 94 86 — 60556 [SYN, ACK] Seq=0 Ack=1

No. Time Source
10.006600800  2469:4056: 200 : 83

& MSS=1448 SACK_PERM=1 TSval=206967128
in=65535 Len=0 MS5=1360 SACK_PERM=1 TSvd

2 0.065281837  2404:6800; 4962: 80: 2409: 4056 200D:83a
3 0.065339566  2469:4056;200b:83; i.. 2464:6800:4002:80a; 2004 TCP B6 60556 — 86 [ACK] Seq=1 Ack=1 Win=64896 Len=@ TSval=2069671354 TSecr=3022649
4 0.0654861268  24089:4056:200b:83; i.. 2404:6800:4002:80a: 2004 HTTP 164 GET / HTTP/1.1

Seq=1 Ack=79 WiN=65536 Len=0 TSval=3022649666 TSecr=206967

2409:4056: 200D :83aT : Tde6:aa5:2bce: 2073 TCP 86 80 ~ 60556 [ACK]
Seq=1 Ack=79 Win=65536 Len=12880 TSval=3022649769 TSecr=26

50.115900520  2404:6800:4002: 80
2409:4056: 200b:83aT : fde6:aa5: 2bce: 2073 TCP 12166 B8 ~ 68556 [ACK]

60.257911763  2404:6800:4802:80 04
70.257946871  2489:4856:200b:83af ! fde:aa5:2bcB:.. 2464:6808:4802:80a: !2004 TcP 86 68556 ~ 80 [ACK] Seq=79 Ack=12081 Win=52864 Len=0 TSval=2069671547 TSecr=3§
80.305478358  2404:6800:4P02:80a: : 2004 2409: 4056 200b:83af : fde6 :aa5: 2bcs: 2d73 TcP 1204 80 - 68556 [ACK] Seq=12081 Ack=78 Win=65536 Len=1208 TSval=3022649856 TSecr|

9 0.305508151  2489:4056: fde6:aa5:2bcB:.. 2404:6800:4002:80a: :2004 TCP 86 60556 - 80 [ACK] Seq=79 Ack=13289 Win=63104 Len=0 TSval=2069671594 TSecr=36

10 0.3095613884  2464:6800: 12004 2469:4056:200b:83ar : Tde6:aab: 2bcs:2d73 TCP 1294 86 —~ 60556 [ACK] Seq=13289 Ack=79 Win=65536 Len=1208 TSval=3022649856 TSecr

11 0.305636979  2409:4056: . 2404:6800:4002:80a: 12004 TCP 86 60556 — 80 [ACK] Seq=79 Ack=14497 Win=61952 Len=0 TSval=2069671594 TSecr=3§

12 0.306150434  2404:6800: 2409:4056:206b:83af : fde6:aas:2bce: 2d73 HTTP 596 HTTP/1.1 200 OK (text/html)

12 0.306169175  2409:4056:200b:83af: fde6:aa5:2bcB .. 2404:6800:4002:80a: :2004 TCP B6 66556 ~ 8O [ACK] Seq=79 Ack=15081 Win=63104 Len=0 TSval=2069671595 TSecr=3g

14 0.386320916  2469:4056:266b:83af : fde6:aa5:2bcB: . 2464:6800:4002:80a: :2004 TCP 86 66556 ~ 88 [FIN. ACK] Sea=79 Ack=15601 Win=64128 Len=8 TSval-2869671595 TS’E b

» Frame 1: 94 bytes on wire (752 bits), 94 bytes captured (752 bits) on interface wlp5s0, id @
» Ethernet II, Src: IntelCor_eb:e2:36 (6c:dd:24:eb:e2:36), Dst: XiaomiCo_6d:d5:81 (d6:32:e3:6d:d5:81)
~ Internet Protocol Version 6, Src: 2489:4656:200b:83af:fde6:aa5:2bc8:2d73, Dst: 2404:6800:4002:80a::2004
. = Version: 6
©O0 B8O .... .... .... .... .... = Traffic Class: ©x6@ (DSCP: CS5, ECN: Not-ECT)
ciie eee. ... BOG1 0O10 6010 1100 G866 = Flow Label: 0x122c®
Payload Length: 4
Next Header: TCP (&)
Hop Limit: 64
Source: 2409:4056:200:83af :fde6:ans:2bc8:2d73
Destination: 2484:6800:4802:80a::2004
- Transmission Control Protocol, Src Port: 68556, DSt Port: 80, Seq: @, Len: 8
Source Port: 60556
Destination Port: 86
[Stream index: 0]
[TCP Segment Len: 0]
Sequence number: o (relative sequence number)
Sequence number (raw): 1548992577
[Next sequence number: 1  (relative sequence number)]
Acknowledgment number: @
Acknowledgment number (raw): O

b

1010 .... = Header Length: 40 bytes (10)
» Flags: @xee2 (SYN)
window size value: 64868
d8 32 3 6d 05 81 Oc dd 24 eb e2 36 86 dd 60 01  2.m $ 6 -
22 cO 0O 28 06 40 24 @9 40 56 20 Ob 83 af fd e6 - (-85 @v -

Packets: 20 - Displayed: 20 (100.0%) Profile: Default

@ 7 cur_google.pcapng

Fig 3.2

Figure 3.1 and 3.1 represents the packet captures of the curl request to www.juit.ac.in and
www.google.com respectively. It represents how the request is sent to server and how the data

is fetched.

3.3.2 Ping network utility

Ping is a network utility which identifies if the host is reachable or not, certain IP address exists
or not. It can be used for troubleshooting network connectivity and calculating response time.
It uses ICMP request packet and waits for ICMP response packet which further helps in

calculating round trip time.
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@ BoX:~5 pLng Www.Jjul
PING juitwebserver.juit.ac.in (14.139.240.53) 56(84) bytes of data.
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.ac.in

icmp_seq=1
icmp_seq=2
icmp_seg=3
icmp_seg=4
icmp_seg=5
icmp_seg=6
icmp_seg=7
icmp_seq=8
icmp_seq=9
icmp_seq=10
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--- juitwebserver.juit.ac.in ping statistics ---
29 packets transmitted, 29 received, 0% packet loss, time 28043ms

max/mdev

56.786/78.944/99.465/7.817 ms
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Fig 3.3 represents the output of ping utility

3.3.3 Traceroute network utility

Traceroute is a network utility which is used to trace the path taken by the IP packet. It works
on the same principle as of ping, but in addition to that it also shows the connectivity problems
between different routers. It can help in identifying the areas where connectivity is poor i.e.
latency is high.
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abhishek@abhishek-VirtualBox:~$ traceroute www.google.com

traceroute to www.google.com (172.217.167.228), 30 hops max, 60 byte packets
_gateway (192.168.43.1) 2.33@ ms 2.224 ms 2.651 ms
g

10.72.124.26 (16.72.124.26) 51.409 ms 10.72.124.18 (10.72.124.18) 47.367 ms 58.322 ms
172.25.95.17 (172.25.95.17) 47.284 ms 51.298 ms 58.215 ms
172.25.117.75 (172.25.117.75) 47.185 ms 57.965 ms 51.134 ms
6 172.26.8.247 (172.26.8.247) 58.114 ms 50.866 ms 60.548 ms
172.26.127.34 (172.26.127.34) 60.360 ms 39.947 ms 172.26.127.50 (172.26.127.50) 50.734 ms

-
* k *
* k o*
* ok *
* ok *
* % %
* % %
74.125.32.32 (74.125.32.32) 91.750 ms 91.710 ms 93.447 ms
6 * % *
142.250.60.134 (142.250.60.134) 101.258 ms 209.85.248.26 (209.85.248.26) 111.584 ms 108.170.248.177 (108.170.248.177) 112.579 ms
108.170.248.187 (108.170.248.187) 119.971 ms 108.170.248.179 (108.170.248.179) 131.838 ms 108.170.248.186 (108.170.248.186) 123.859 ms
216.239.54.93 (216.239.54.93) 116.082 ms 108.170.238.147 (108.170.238.147) 118.651 ms 209.85.242.105 (209.85.242.105) 85.057 ms
74.125.243.97 (74.125.243.97) 74.016 ms 79.999 ms 172.253.66.107 (172.253.66.107) 99.150 ms
172.253.67.91 (172.253.67.91) 86.284 ms 172.253.67.89 (172.253.67.89) 99.611 ms 81.294 ms
172.253.67.91 (172.253.67.91) 97.204 ms 172.253.67.89 (172.253.67.89) 102.192 ms 81.066 ms
del11s04-in-f4.1e160.net (172.217.167.228) 163.110 ms 172.253.67.91 (172.253.67.91) 80.413 ms deli1s04-in-f4.1e100.net (172.217.167.228) 90.632 ms

Fig 3.4 Represents output of traceroute utility

3.3.4 Netcat network utility

Netcat is a network utility which is used for making TCP and UDP connections to the target
host. With the help of netcat utility, messages could be shared among hosts. It could be used to
check open ports on the target host and the data could be fetched with the netcat as well. For

e.g. with Wireshark webpages could be retrieved using http request.

hi!

Fig 3.5

abhijain@abhijain-VirtualBox:~$S nc -1 5000
hi abhishek

hi!

Fig 3.6
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Figure 3.5 and 3.6 represents the message sharing between two hosts. It is based on a client
server architecture. Server waits for the request from the client, once the connection is

established, data transfer can take place.

abhishek@abhishek-virtualBox:~$ printf "GET /index.html HTTP/1.1\r\nHost: localhost\r\n\r\n" | nc localhost 86
HTTP/1.1 260 OK

Date: Fri, 22 May 2020 13:01:41 GMT

Server: Apache/2.4.29 (Ubuntu)

Last-Modified: Fri, 13 Mar 2020 08:01:51 GMT

ETag: "2aa6-5a0b7eld2des8l”

Accept-Ranges: bytes

Content-Length: 18918

Vary: Accept-Encoding

Content-Type: text/html

<!DOCTYPE html PUBLIC "-//W3C//DTD XHTML 1.0 Transitional//EN" "http://www.w3.org/TR/xhtml1/DTD/xhtml1-transitional.dtd">
<html xmlns="http://www.w3.0rg/199%/xhtml">
<l--
Modified from the Debian original for Ubuntu
Last updated: 2016-11-16
See: https://launchpad.net/bugs/1288698
<head=
<meta http-equiv="Content-Type" content="text/html; charset=UTF-8" />
<title>Apache2 Ubuntu Default Page: It works</title>
<style type="text/css" media="screen">
{
margin: @px Opx Opx Opx;
padding: @px @px Opx Opx;
1

body, html {
padding: 3px 3px 3px 3px;

background-color: #DS8DBEZ2;

font-family: Verdana, sans-serif;
font-size: 11pt;
text-align: center;

Fig 3.7

Figure 3.7 represents how the netcat can be used for fetching web pages using GET request.
Netcat can also be used to check open ports on the target host as shown in figure 3.8, which
can be used for troubleshooting connection problems as well as can be used for security

purposes also.
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abhishek@abhishek-VirtualBox:~$ nc -v 192.168.43.252 60-90

nc: connect to 192.168.43.252 port (tcp) failed: Connection refused
nc: connect to 192.168.43.252 port 61 (tcp) failed: Connection refused
nc: connect to 192.168.43.252 port (tcp) failed: Connection refused
nc: connect to 192.168.43.252 port (tcp) failed: Connection refused
nc: connect to 192.168.43.252 port (tcp) failed: Connection refused
nc: connect to 192.168.43.252 port (tcp) failed: Connection refused
nc: connect to 192.168.43.252 port (tcp) failed: Connection refused
nc: connect to 192.168.43.252 port (tcp) failed: Connection refused
nc: connect to 192.168.43.252 port (tcp) failed: Connection refused
nc: connect to 192.168.43.252 port (tcp) failed: Connection refused
nc: connect to 192.168.43.252 port (tcp) failed: Connection refused
nc: connect to 192.168.43.252 port (tcp) failed: Connection refused
nc: connect to 192.168.43.252 port 72 (tcp) failed: Connection refused
nc: connect to 192.168.43.252 port 73 (tcp) failed: Connection refused
nc: connect to 192.168.43.252 port 74 (tcp) failed: Connection refused
nc: connect to 192.168.43.252 port 75 (tcp) failed: Connection refused
nc: connect to 192.168.43.252 port 76 (tcp) failed: Connection refused
nc: connect to 192.168.43.252 port 77 (tcp) failed: Connection refused
nc: connect to 192.168.43.252 port 78 (tcp) failed: Connection refused
nc: connect to 192.168.43.252 port 79 (tcp) failed: Connection refused
Connection to 192.168.43.252 80 port [tcp/http] succeeded!

nc: connect to 192.168.43.252 port 81 (tcp) failed: Connection refused
nc: connect to 192.168.43.252 port 82 (tcp) failed: Connection refused
nc: connect to 192.168.43.252 port 83 (tcp) failed: Connection refused
nc: connect to 192.168.43.252 port 84 (tcp) failed: Connection refused
nc: connect to 192.168.43.252 port 85 (tcp) failed: Connection refused
nc: connect to 192.168.43.252 port 86 (tcp) failed: Connection refused
nc: connect to 192.168.43.252 port 87 (tcp) failed: Connection refused
nc: connect to 192.168.43.252 port 88 (tcp) failed: Connection refused
nc: connect to 192.168.43.252 port 89 (tcp) failed: Connection refused
nc: connect to 192.168.43.252 port 9@ (tcp) failed: Connection refused
abhishek@abhishek-virtualBox:~$

Fig 3.8

3.3 System Requirement

With advancement in technologies, high end processors are needed for applications to run. The
servers which host the applications need high hardware specifications so that maximum client

requests could be handled without any latency.

3.3.1 Software Requirements

Python is a programming languages which has large number of packages including data
structures which makes programming easier. It is supported by most of the tools now a days. |
have used python 2.7 to support custom nagios plugins and Ansible modules.

Linux operating system is required for hosting nagios and Ansible. Virtual machines are hosted
on Virtual Box. To access Nagios Ul, any web browser can be used, and in this experiment

Firefox is used.
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3.3.2 Hardware Requirements

As mentioned above, hardware plays an important part. For hosting the applications mentioned
above, a good memory space and RAM of 4 GB is advised. As hosting an application requires
multiprogramming, a processor with 4 or more cores is required.

3.4 Conclusion

Two virtual machines are required, on one monitoring and management tools would be hosted

and the other host would be managed by the first node. Nagios and Ansible would be used for

monitoring and management purposes. The results are mentioned in the next chapter.
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PERFORMANCE ANALYSIS
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CHAPTER: 4 PERFORMANCE ANALYSIS

4.1 Introduction

In this chapter we will see how Nagios and Ansible can be used for monitoring and

management purposes.

4.2 Nagios for monitoring

Nagios is a tool that is used for monitoring the hosts and various services running on them.
Two virtual machines were setup running on Ubuntu, a Linux distribution. One machine is
used for hosting Nagios and the other machine is used for monitoring purpose. Nagios gathers

the information about the hosts from the file ‘host.cfg’ as shown in figure 4.1.

abhishek@abhishek-VirtualBox:~$ cat nano fusrflocalfnagios/etc/hosts.cfg

cat: nano: No such file or directory

## Default Linux Host Template ##

define host{

ELE 1linux-box ; Name of this template
use generic-host ; Inherit default values
check_period 24x7

check_interval 1

retry_interval 1

max_check_attempts 10

check_command check-host-alive

notification_period 24x7

notification_interval 30

notification_options d,r

contact_groups admins

register (0] ; DONT REGISTER THIS - ITS A TEMPLATE
}

## Default

define host{

use linux-box ; Inherit default values from a template
host_name abhishek ; The name we're giving to this server
alias ubuntu-a ; A longer name for the server

address 192.168.43.252 ; IP address of Remote Linux host

Fig 4.1 shows sample host configuration file

The services to be monitored for a particular host should be defined in the file ‘services.cfg’ as

shown in figure 4.2. Custom services could be defined as well if the custom plugin is available.
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abhishek@abhishek-VirtualBox:~$ cat /fusr/local/nagios/etc/services.cfg

define service{
use
host_name
service_description
check_interval
_command

service{
use
host_name
service_description
check_command

}

service{
use
host_name
service_description
check_command

}

service{
use
host_name
service_description
check_command

}

service{
use
host_name
service_description
check_command

generic-service
abhijain

CPU Load

0.1
check_nrpe!check_load

generic-service

abhijain

Total Processes
check_nrpe!check_total_procs

generic-service
abhijain

Current Users
check_nrpelcheck_users

generic-service
abhijain

SSH Monitoring
check_nrpe!check_ssh

generic-service
abhijain

FTP Monitoring
check_nrpe!check_ftp

}

Fig 4.2 shows sample service configuration file

Once the services are hosts are configured, nagios service could be started. It will load the host
and services information from the configuration files and will monitor the hosts and services

accordingly.

abhishek@abhishek-VirtualBox:~5 systemctl status nagios
@ nagios.service - Nagios Core 4.4.5
loaded (/lib/systemd/system/nagios.service; enabled; vendor preset: enabled)
active (running) since Mon 2620-85-04 14:28:07 IST; 2 weeks 4 days ago
: https://www.nagios.org/documentation
: 636 (nagios)
ks: 8 (limit: 4675)
CGroup: /system.slice/nagios.service
636 fusr/local/nagios/bin/nagios -d /usr/local/nagios/etc/nagios.cfg
637 fusr/local/nagios/bin/nagios --worker fusr/local/nagios/var/rw/nagios
638 jusr/local/nagios/bin/nagios --worker fusr/local/nagios/var/rw/nagios.
639 fusr/local/nagios/bin/nagios --worker fusr/local/nagios/var/rw/nagios.
640 jusr/local/nagios/bin/nagios --worker fusr/local/nagies/var/rw/nagios
658 fusr/local/nagios/bin/nagios -d fusr/local/nagios/etc/nagios.cfg

12465 /bin/ping -n -U -W 30 -c 5 10.38.150.45
12466 Jusr/local/nagies/libexec/check_nrpe -H 16.38.156.45 -c check_load

-VirtualBox nagios[6 wproc:  stderr line 01: /bin/sh: 1: /bin/mail: not found
-VirtualBox nagilos[6. wproc: stderr line ©2: fusr/bin/printf: write error: Broken pipe
-VirtualBox nagios[6: Warning: A system time change of 266342 seconds (3d 1h 59m 2s forwards in time) has been detected. Compensatin:
X nagios[6. Auto-save of retention data completed successfully.
x nagios[6. HOST NOTIFICATION: nagiesadmin;tecmint;DOWN;notify-host-by-email;CRITICAL - Time to live exceeded (16.38.1560.45)
nagios[6. wproc: NOTIFY job 838 from worker Core Worker 637 is a non-check helper but exited with return code 127
x nagios[6 wproc:  host=tecmint; service=(none); contact=nagiosadmin
X nagios[6. Wproc: early_timeou i | walt_status=32512; error_cod
x nagios[6 wproc:  stderr line 01: /bin/sh: 1: /bin/mail: not found
abhishek-virtualBox naglos[é6. i wWproc: stderr line ©2: fusr/bin/printf: write error: Broken pipe

Fig 4.3 shows Nagios service status
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Nagios performs two types of checks i.e. host checks and services checks. Host checks are the
one which checks if the host is reachable or not whereas services are the once which checks
whether the concerned services are working well or not. Nagios gives a Ul as well for better
visibility and accessibility.

s

<« c o D © localhost, @ % moe® w:
N H . Cu Tk Status Host Status Totals ‘Service Status Totals
ag'os Last Updated: Fri May 22 181320 IST 2020 Up Down Unreachable Pending Ok Warning Unknown Criiical Pending
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Fig 4.4 shows Nagios Ul for host checks
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Fig 4.5 show Nagios Ul for service checks
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4.3 Ansible for Management

Ansible is the tool which is used to automate the process of management and configuration on

the target host. Ansible has custom modules which can be used to manage the target host.

abhishek@abhishek-VirtualBox:~$ ansible -m "ping" -k abhijain
SSH password:

Fig 4.6 shows result of PING module

With the help of Ansible playbooks multiple commands could be executed on multiple hosts.
In the playbooks, tasks and hosts are defined. Ansible also provides features like debugging

and logging.

abhishek@abhishek-VirtualBox:~5 cat fetc/ansible/trail.yml
- hosts: abhijain, localhost
become: true
tasks:
- name: to check when failure
register: temp fail
command : cat /home/fabhijain/temp.txt
failed when: "'abhi' not in temp fail.stdout"
ignore_errors: yes
name: to check status
command : systemctl status apachez2
name: debug try
debug:
msg: " debug is '{{temp fail.stdout}}’
abhishek@abhishek-VirtualBox:~$

Fig 4.7

Figure 4.7 shows a sample Ansible playbook. It consists of three tasks:
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First task is to find if the pattern ‘abhi’ in the file contents or not. It also uses ‘ignore_er-
rors’ module to continue the execution of the script if the task is marked as failed.
Second task is to check the status of Apache server on the remote host.

Third task is to print the output of the first task. The ‘debug’ module is used for debug-
ging purposes.

TASK [Gathering Facts] #*eswsss

The output of playbook mentioned in figure 4.7 is shown in figure 4.8. It also uses the custom

‘timer’ plugin which tells how much time is used by the Ansible for executing tasks mentioned

in the playbook on the mentioned hosts. With the help of Ansible plugins, the output could be

modified as per requirements.

41



CHAPTER-5

CONCLUSIONS AND
FUTURE WORK

42



CHAPTER: 5 CONCLUSIONS

5.1 Conclusion

After studying about various tools for monitoring and management of hosts, we came to know
that these tools can make the process easier. With the help of automation, the hosts can be
managed and monitored in a better way. Consider a cloud consisting of around thousands of
nodes. To monitor and manage those large number of tasks is a tough task. Moreover it can
lead to errors and degradation of services. With the help of Nagios and Ansible, the tasks could
be automated. Custom plugins could be developed according to the requirements. The tools
like Alertmanager, Pagerduty and VictorOps could be used for alerting purposes. There are

various network utility tools which could be used to trace connection problems

5.2 Future Work

The information gathering process of the hosts that are to monitored could be automated with
the help of various scripts. Custom Nagios and Ansible scripts could be developed to enhance
the existing capability of the tools. Our own tools could be developed as well to automate the

whole management process.
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