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Abstract 
 

 

Malware is risky these day and age for those web clients. It can compromise the host pc. 

By polymorphic malware we mean the one that changes its signature regularly to fool 

detection. We can define malware as piece of code or malicious code that harm the data 

or device.  here, we made a alternative of virus detection by using machine learning 

techniques and created a dataset and used machine learning algorithms for categorizing 

the file into malicious or not and compared their  results to determine the best algorithm 

suiting for our dataset. 
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Chapter-1 

INTRODUCTION 

 

As the internet users increasing day by day Malware become the major problem in the 

field of internet. We can define the malware as a malicious code that can harm the file or 

software in the computer. 

As the technology will increasing day by day the types of malwares also increasing and 

become more powerful from the previous ones. According to a research around 3900 

different malware objects were identified. Expertise plays a important role for handling 

the malware as the malware are polymorphic now a days so there is a need of expert 

algorithms that will detect the malware accurately.  

 Now days it is very difficult to handle the malware for most of the companies because 

the  samples of the malware increased very rapidly. There are around four lakhs malware 

samples so protection from the malware become the major task because due to malware a 

big amount of data will lost that is beneficial for us. 

There are many ways to deal with the malware. The techniques are static analyses, 

dynamic analyses, and at last machine learning for detecting malware. In our project we 

focus on the last techniques. we use different types of algorithms for malware detection 

such as KNN ,decision tree ,Logistic Regression etc. and analyze the result of all the 

algorithms at the last.  

 

 

 

 

 

 

 

 

 

 

 

 



11 | P a g e   

(1.1) Terminologies 

 
1. Machine Learning- These algorithms are a type of algorithms that makes the system 

or the software application to be smart enough to be able to more accurate without 

being explicitly programmed and can predict outcomes. The main idea behind these 

types of algorithms is that it receives input data in the form of text or images and the 

system or the model is trained with the statistical inputs to identify or predict the 

output and even updated the outputs as new data becomes available. It requires the 

algorithm to search through the dataset and look for patterns or similarities and 

manipulating or adjusting the system accordingly. 

 

 

Fig 1.1: Introduction to ML [1] 

 

2. How ML works - The procedure of machine learning begins with the assortment of 

information or perceptions as the info dataset which can be as pictures, content, tables 

and so on. Further, numerous predefined AI calculations are applied to the info 

information which either characterize the information into gatherings or distinguishes 

designs among the dataset to anticipate the yield and give fitting outcomes. 
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Fig 1.2: ML algorithm workflow [1] 

 

3. Types of machine learning 

 Supervised learning-here algorithms works for a dataset that is as of now being 

prepared by past yields and results of the past utilizing marked information to 

foresee the result of the new information. It can also analyze the data and the 

outcome and compare it with the previously stored data to find errors and to be 

able to modify and train the model accordingly. 

 

 Unsupervised learning- it is different from the supervised learning as it is used to 

calculate result where the target value is not provided and we have to make a 

prediction. The most form of unsupervised learning is cluster analysis which used 

to analyze hidden pattern and helps in maintaining the data into the groups. 

 

 Semi supervised learning-it is the mix of both learning’s that discuss above  for 

training the datasets and produce much productive and powerful clusters. the 

model uses both labeled and unlabelled data for the training and it mostly need a 

small quantity of labeled data and a relatively huge quantity of unlabelled data 

which are used simultaneously to train the model. 

 Reinforcement learning-basically it is a reward based learning in which the 
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model will interact with the environment by doing action and discovering error or 

rewards. We can say that in this model learns from its mistakes and maximize the 

performance. 

 

 

 

Fig 1.3: Types of machine learning [1] 
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4. Interpretation of Performance Measures- We can evaluate the performance in 

many ways. We can find the performance with the help of confusion matrix. 

 
 
 

 

 

Fig 1.4: Confusion Matrix [2] 

 

Confusion matrix has four tables it is type of two way table as shown in the diagram. 

The 2 sections in the green are the true positive and crimson is true negative and the 

results which are correctly predicted. The other 2 sections are in crimson are wrong 

because these values are wrongly calculated and thus needs to be decreased. These 2 

sections are called as false negative and false positive respectively and this happens 

when there is a contradiction between true class and the calculated class. 

 True Positive–This is the value that is correctly calculated and is positive value 

which can be defined as the +ve value of true class and +ve value of calculated 

class. It is shown with TP. 

 True Negative – This is the value which is correctly calculated but negative result 

which refers to the negation of true class and negation of calculated class. It is 

shown by TN. 

 False Positive–This is the value which is wrongly calculated but is true in 

existence that is  when we have true values of actual class but negation in 

calculated class. 

 False Negative – This is the value which is  calculated wrong  and -ve in true 

class. 
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Fig 1.5: Pictorial representation of confusion matrix [3]
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 Accuracy – Accuracy is the most common execution measurement and it is 

specifically a proportion of effectively calculated perception to the aggregate 

perceptions. Some might imagine that on the chances of high trueness, our model is 

good. Truly exactness a unique quantity yet just you have symmetrical data where 

estimations of FP and FN are relatively same. In this manner, you need to take a 

gander at different parameters to achieve the execution of your model. For our model, 

we have 0.982939 which equals to 98%. 

Accuracy = TrueP+TrueN/TrueP+FalseP+FalseN+TrueN 
 
 Precision-Precision is the ratio of accurately found positive perceptions to the 

aggregate calculated +ve perceptions .The inquiry that this acquired answer is of all 

travelers with name dasendure, what number of really endure? High precision shows 

with the low false positive rate. 

Precision = TrueP/TrueP+FalseP 

 
 Recall (Sensitivity) - The Recall actually calculates how much of the true Positives 

our model calculates through labeling it as true (True Positive). Applying the same 

knowledge, we know that the Recall should be the model metric we used to choose our 

best model when there is a high price associated with False Negative. 

Recall = TrueP/TrueP+FalseN 

 

 F1Score- It is the weighted normal of Precision with addition to Recall. 

Consequently, this score finds both FP and FN. Instinctively it isn't as right as 

exactness, yet F1 is normally more essential than precision, mainly on the off chance 

of odd class. Precision works good if FP , FN have comparable expense. On the off 

chance that the price of FP and FN are together dissimilar, it is good to take a gander 

at both Precision with Recall. 

F1 Score = 2*(R * P) / (R + P) 
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(1.2) Problem Statement 

 

With the development of innovation, the quantity of malware is likewise expanding step 

by step. Malware now are structured with transformation trademark which causes a huge 

development in number of the variety of malware (Ahmadi, M. et al., 2016). Not just that, 

with the assistance of robotized malware created apparatuses, beginner malware creator is 

currently ready to effortlessly produce another variety of malware (Lanzi, A. et al., 2010). 

With these developments in new malware, conventional mark based malware 

identification are demonstrated to be incapable against the huge variety of malware (Feng, 

Z. et al., 2015). Then again, AI strategies for malware recognition are demonstrated 

powerful against new malwares. Simultaneously, AI strategies for malware identification 

have a high false positive rate for identifying malware (Feng, Z. et al., 2015).So we have 

to achieve the false rate as low as possible with machine leaning Algorithms. 

 

 

Fig 1.6: Graphical representation of total malware infection growth rate [4]
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(1.3)Aims and Objectives 

 

The aim of the project is to the purpose of this project is to get the best accuracy for 

malware detection and also to get the best algorithm which provides the result on this 

dataset.  

 

Objectives- 

 

 Download the dataset which contain both malicious and benign file and list them into 

CSVfile.



 Use the various ML algorithms and compare the algorithms on the behalf of 

parameters like accuracy, precision and reduce the FP rate.



 Use various methods such as feature extraction, feature scaling, to improve the 

accuracy and to avoid over fitting. 



19 | P a g e   

(1.4)Methodology 

 
Malware detection is the most crucial step in securing the host computers. There are 

many machine learning algorithms that are important in the machine learning and we 

classified them into many techniques some of the examples are SVM, K-nearest 

neighbors clustering, Decision Trees etc. Our main aim is to find out whether a file 

contains malware or not. 

 

We gathered the dataset from kaggle. As our problem statement comes under the category 

of classification. It is a single class classification in which a file is 

1. Malicious 

2. Benign 

So our motive is to classify the following dataset into these classifications. Firstly we 

analyze the dataset. As there are so many columns in the dataset we use different 

techniques such as feature extraction, feature scaling etc. to avoid over fitting and to 

improve the accuracy of the project.  

We can train our model in different ways. It depends how the dataset appeared after 

applying feature extraction and feature scaling techniques. we used 

1. Decision Tree 

2. XG Boost 

3. KNN 

4. Random Forest 

5. Logistic regression 
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(1.5) Organization of Report 

 

In Chapter 2, literature review, we study about two research paper. First of all there is a 

abstract of research paper then display some figure related to this and at last we write 

conclusion in which we saw the accuracy of the algorithms. 

 

In Chapter 3,in this we write the system requirement so we can run all the algorithms and 

here we discuss all the libraries needed and why these libraries needed.   

 

In Chapter 4, it is the algorithm part here we list all the algorithms we used in the project, 

so we can apply these algorithms in the project and get better results. 

 

In Chapter 5,here we discuss about the dataset and the observation towards our result 

such as accuracy in all the algorithms. 

 

InChapter6,here we compare the result of each algorithms without feature extraction and 

then with feature extraction and see which algorithm is best suited that is having high 

accuracy. 

 

InChapter7, At last we concluded all we did in the project and more over we discuss the 

future work also such as we run the malware on the virtual environment. 
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Chapter-2 

LITERATUREREVIEW 

 

(2.1)EktaGandotra, DivyaBansal, SanjeevSofat “Malware analysis and 

classification: A survey, Journal of Information Security, 2014” [5] 

 

The greatest danger on internet is the safety of the user pc they over and over again get 

attacked by a malicious code infected file. The malwares being planned by aggressors are 

polymorphic and changeable which can change their code as they engender. It has 

become very difficult to keep track of all these new malwares and provide the customer 

with protection against all these new types of attacks by traditional methods.  

 

 

ML for recognizing Malwares – In this we use various types of algorithms such 

as SVM, Decision Tree, Random Forest, Naive Bayes and Clustering. The result 

that is obtained gave insight that the best machine learning algorithm is a J48 

decision tree.  

 

Dataset and Methodology-dataset is small about 220 malicious samples or 250  

Benign samples with and without feature selection. They are using five different  

Classifiers. Names of the classifiers are SVM, KNN, J48 decision tree and SVM. 

 

Result- the best machine learning algorithm is a J48 decision tree providing a 

recall of 96.01%, a FPR of 3.39%, a precision of 96.97%, and an accuracy of 

97.2%. 
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Now a days with increasing population in the developed malwares it has possessed a great 

danger to various online resources like host connected to internet or the web servers, etc. 

Identifying malwares on the basis of their digital signature is not a very efficient approach 

we have used machine learning approach. Firstly we analyze the malware file size and 

signature and apply static approach and then we apply dynamic if the classification could 

not be performed. The techniques that are developed are not sufficient to rectify the 

problem of detecting and removing the malwares efficiently without much adverse effect 

and some better methods needs to be developed to solve this issue. 
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(2.2)Ivan Firdausi, Charles Lim “ANALYSIS OF VARIOUS MACHINE 

LEARNING TECHNIQUES USED FOR BEHAVIOR-BASED MALWARE 

DETECTION”[6] 

 

The increasing amount of malware that are coming daily became a greatest computer 

threat. Manually correcting is no longer taken as effective and efficient or good as 

compared against the high increasing rate of malware. Therefore dynamic or automatic 

malware detection on the basis of behavior using ML techniques is taken to be the best in 

the market.  

 

 

 

 

 

 
 

Fig 2.2 Overview of the research methodology [6] 
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Fig 2.3 classifier performance comparison without feature selection [6] 

 

 

 

 
Fig 2.4 classifier performance comparison with feature selection [6] 
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we can be say that By adding feature selection, the features were decreased to a large 

amount such as attributes reduced from 5191 to 116 in binary weighted data set and the 

time taken for training and building the model got shorter at the expense of the 

performance depreciation slightly. In some cases, the performance of the project can also 

get hiked a little bit.The  evaluation of five unique models was also presented. The overall 

best accuracy was achieved by the decision tree called J48 decision tree using frequency-

weight and not using feature selection data set, with a TP rate of 94.6%, a FPR of 3.6%, a 

+ve predictive value of 96.76%, and a score of 98.02%. The examination of the tests and 

experimental reports concluded that this approach is very useful to find out malware. 
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Chapter-3 

SYSTEM DESIGN 

 

(3.1) System Requirements 

 

Algorithms being implemented in this project requires some generic system for the 

processing of algorithms. 

 

 Windows 10 (64-bit) 

 ANACONDA 

 Python 

 8 GBRAM 

 Intel(R) Core(TM) i5-6200U CPU @ 2.50GHz 

 
(3.2) Why Python 

 
Python is a programming language with a huge group of spectators and it is exceptionally 

straightforward and can be effectively coherent. Moreover, python offers the assortment 

of bundles which makes the most scary calculations or ventures more straightforward. 

Python has libraries for pretty much every usable record for example - with working with 

pictures, working with content or working with audio records. In any event, when 

working with another OS, python is truly pliable. Python has a huge network which 

makes it simpler to look for help and tips and tricks. 

 
(3.3) Why ANACONDA 

 
ANACONDA is widely popular as it provides all the libraries pre-installed and make the 

user free from hassle of the otherwise installing all libraries. Approximately it has 100 

packages which can be used for data science, machine learning or statistical analysis. 
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(3.4) SCIKIT LEARN 

 
it is  in python usually used for machine learning and  create a lot of features  for ML 

algorithms and in statistical modeling  like  regression, classification, clustering. 

 
(3.5) PANDAS 

 
It is software library offer a data structures and perform various operations like tables 

time series. It provides high-performance data manipulation and analysis tool using its 

powerful data structures. It used in various domains like finance, Analytics, Statistics etc.



28 | P a g e   

Chapter-4 

ALGORITHMS 

 

This section contains of various machine learning algorithms which are to be used in the 

project and discussed- 

Supervised learning 

 
 K-Nearest Neighbors- This algorithm used for both for the regression tasks as 

well as classification tasks but for most of the time in classification problems. This 

algorithm quite easy in implementation and need very less computation time and 

therefore is widely used machine learning algorithm.  K in this algorithm stands 

for  the number of neighbors which are specified by the user. In this  the 

mathematical formula used  to measure the K-nearest neighbors of the data points 

and then depending on the classes to which these data points belong it makes the 

prediction of the output. 

 

Distance Functions 

 

            Euclidean                        √∑ (𝑥𝑖 − 𝑦𝑖)2𝑘
𝑖=1  

 

            Manhattan                        ∑ |𝑥𝑖 − 𝑦𝑖|𝑘
𝑖=1  

 

             Minkowski                    (∑ (|𝑥𝑖 − 𝑦𝑖|)𝑞𝑘
𝑖=1 )

1/𝑞
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 Decision Trees- This it is the type of algorithms in which we use tree data 

structure for the solution of the given problem. In this algorithm the terminal node 

stands for the any given class or category and the internal nodes between the root 

and the leaf are the nodes which define the attributes. The prediction that is made 

is based on some series of questions based on the features and upon reaching the 

terminal node by following the questions from root the final leaf node is the 

required class. 

 

Formulation- 

 

 
 

Fig 4.1 diagram of decision tree[7] 
 

 

 

 

 

 

 

 

 

 

 

 
 

 



30 | P a g e   

 

 Random Forest- Random forest belongs to the ensemble category of machine 

learning. In ensemble method several machine learning models are used to make a 

decision. In this algorithm several decision trees are created to make the 

classification or regression tasks. In this several decision trees are made and each 

of them is slightly different from the other this uniqueness is achieved by two 

methods firstly by not selecting all the data points in decision making instead 

using only some data points and then repeating some of them to make the count 

equal and the other method is not selecting all the features instead selecting only a 

subset of features to make different predictions and then taking average of all the 

decision trees. In this way the problem of over fitting which is in decision trees is 

also overcome. Here nestimators shows the number of decision trees to be made 

and maxfeatures shows the number of features to be selected for the subset. 

   

 

Fig4.2diagram of random forest
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 Support Vector Machines- It is mostly applied for classification problems in this 

search data point is plotted in n dimensional space and n equals to number of 

features present and the value that each feature represents is the value of each 

coordinate. separate hyper plane is used to differ as a  boundary for classes.we can 

also call it support vector network.it can solve both linear and non linear 

problems. 

Fig 4.3: Pictorial representation of SVM [8] 

 

 XGBoost- full form is extreme gradient boosting technique. It is ensemble 

machine learning technique which is an implementation of gradient boosted 

decision trees. In gradient boosted decision trees several decision trees are made 

and instead of randomly selecting the features the succeeding trees learn from the 

preceding trees to improve the accuracy of the algorithm, in order to achieve this 

the decision trees are mostly prepared shallow with depth of around 5 in order for 

easy interpretation it also has a learning rate which defines how much a tree will 

learn from its preceding tree. The height and learning rate parameters are mostly 

set low in order to achieve and to reduce over fitting to a large extent.  
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 Naïve Bayes- It is a classification technique based on Bayes theorem. It thinks 

that one feature is not in relation with other features. eg. We take an example of 

apple if it is red , round and has a diameter of around 3 inches. All these factoring 

individually contribute to the probability that it is an apple. Due to this property it 

is known as naïve. Bernoulli Naive Bayes Algorithm is used to binary 

classification problems. Gaussian Naïve Bayes used for normal classification 

problem but it is popular. 

 

Formula of Bayes theorem used in Naïve Bayes 

 

     Likelihood   Class Prior Probability 

 

                    𝑷(𝒄|𝒙) = 
𝑷(𝒄|𝒙)𝑷(𝒄)

𝑷(𝒙)
 

  Posterior Probability Predictor Prior Probability 

 

P(c|X) = P(x1|c) × P(x2|c)× . . . × P(xn|c) × P(c) 
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 Logistic Regression- -.it is the simplest for applying to binary classification. in 

short LR  take the features values and calculate the probability using sigmoid or 

softmax function. 

 

 

Fig 4.4: Pictorial representation of Logistic Regression 

 

 

 

Table 4.1: Difference between various ML Algorithms 

 

 

Algorithms Problem Type Average predictive 

accuracy 

Training 

speed 

Prediction speed 

KNN Either Lower Fast Depend on (n) 

Linear Regression Regression Lower Fast Fast 

Logistic Regression Classification  Lower Fast Fast 

Naïve Bayes Classification Lower Fast Fast 

Decision Trees Either  Lower Fast Fast 

Random Forest Either Higher Slow Moderate 
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Chapter-5 

TEST PLAN 

 

Here, we focused on working out our algorithms on the project to apply the machine 

learning algorithms and to carry out comparative analysis and store the results for further 

analysis. we have a dataset with 10539 rows and 57 columns. 

Features: 
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Fig 5.1: Created dataset 

 

 

First of all we remove first two columns as they have categorical values. Then we applied 

feature scaling using algorithms called standard scalar. By this the mean of all the 

columns became zero and standard deviation became one. 
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Fig 5.2: Created dataset with feature scaling 

 

After that we apply the entire algorithm without feature extraction such as logistic 

regression, decision tree, XGBoost, Random Forest, KNN .and then compare the result of 

all the algorithms. The 75% of the data used to train the model and remaining 25% data is 

used  to test the model in all the algorithms. 

 

 

Fig 5.3: result without feature scaling 
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After that we apply the entire algorithms with feature extraction such as logistic 

regression, decision tree, XGBoost, Random Forest, KNN and then compare the result of 

all the algorithms. The 75% data used to train the model and remaining 25% data is used 

to test the model in all the algorithms. 

 

 

Fig 5.4: result with feature scaling 
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Chapter-6 

RESULT AND PERFORMANCE ANALYSIS 

 
Here we find the accuracy of different algorithms without feature extraction and then with 

feature extraction after that we compare the accuracy of both the algorithms. The 

algorithms are  

 
1. Decision Tree 

2. Random forest 

3. XGBoost 

4. K-nearest 

5. Logistic Regression 

6. SVM 

7. Naïve Bayes 

 
Now we show the accuracy of the algorithms without feature extraction on both training 

and testing set . 

 

 

 
 

Algorithms Accuracy 

 Training 

set 

Testing 

Set 

Decision Tree 99.975 97.533 

Random forest 99.975 98.254 

XG Boost 99.975 98.254 

KNN 97.723 97.268 

Logistic Regression 96.179 96.622 

SVM 95.888 96.589 

Naïve Bayes 95.888 96.589 

 
Table 6.1: Results without feature extraction 
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Now we show the accuracy of the algorithms with feature extraction on both training and 

testing set. 

 

 

 
 

Algorithms Accuracy 

 Training 

set 

Testing 

Set 

Decision Tree 99.734 97.571 

Random forest 99.734 98.292 

XG Boost 99.734 98.140 

KNN 97.887 97.647 

Logistic Regression 95.711 96.471 

SVM 95.420 96.053 

Naïve Bayes 95.420 96.053 

 

Table 6.2: Results with feature extraction 

 

 

 

 
After comparing all the algorithms the algorithm Random Forest gives the most accurate 

result after features extraction that is 98.292% .without feature extraction Random 

Forest and XGBOOST both gives the same result with highest accuracy that is 98.254%. 

 
Now we discuss the accuracy of each algorithm with their confusion matrix. First we 

display the confusion matrix without feature extraction and then with feature extraction. 

Confusion matrix has four tables. These sections are false negative and False Positive 

respectively and this occurs when there is a contradiction between actual class and the 

predicted class. The two sections are the True Positive and True Negative and these are 

the observations which are correctly predicted. 
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CONFUSION MATRIX WITOUT FEATURE EXTRACTION 

 

1. Decision Tree 

 

Fig 6.1: decision tree confusion matrix 

 
2. Random Forest  

 

Fig 6.2: random forest confusion matrix
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3. XG Boost 
 

 
Fig 6.3: XG Boost confusion matrix 

 
4. KNN 

 

 

 
Fig 6.4: KNN confusion matrix 
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5. Logistic Regression 
 

 

 
Fig 6.5: Logistic Regression confusion matrix 

 
 

6. SVM 

 

 
 

Fig 6.6 : SVM confusion matrix 
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7. GaussianNB 

 

 
 
                                 Fig 6.7: Gaussian Naïve Bayes confusion matrix 
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CONFUSION MATRIX WITH FEATURE EXTRACTION 

 
1. Decision Tree 

 

 
Fig 6.8: After feature extraction decision tree confusion matrix 

 

2. Random Forest 

 
Fig 6.9: After feature extraction Random Forest confusion matrix 
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3. XG Boost 
 
 

 
Fig 6.10: After feature extraction XGBoost confusion matrix 

 
4. Logistic Regression 

 

 
Fig 6.11: After feature extraction logistic regression confusion matrix 
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5. KNN 
 
 

 
Fig 6.12: After feature extraction KNN confusion matrix 

 

6. SVM 

 

 
 

Fig 6.13: After feature extraction SVM confusion matrix 
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7. GaussianNB 

 

 
 

Fig 6.14: After feature extraction Gaussian Naïve Bayes confusion matrix 
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Chapter-7 

CONCLUSION&FUTURE SCOPE 

 

CONCLUSION 

Various ML algorithms of supervised learning has been applied for the detection and 

removal of infected malware files or anomaly in the given dataset samples and classified 

them into 2 categories that is malicious and benign. We used a dataset that was taken 

from kaggle. We were able to get a labeled dataset and then applied various supervised 

ML algorithms and split the dataset into 75% training and 25% testing set. With this 

dataset, we evaluated the values of different accuracies of algorithms and thus evaluated 

the parameters and features for various supervised algorithms and concluded that the 

machine learning algorithm which gave the best accuracy is the Random Forest. Thus 

with an accuracy of 98.29% after feature extraction and 98.25% before feature extraction, 

it is the best algorithm for this dataset. 
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FUTURE SCOPE 

For the future work we will implement deep learning and use neural networks for the 

recognition of rare malwares and we will also run a live malware file on a virtual 

environment like Anubis and then get its log file for filling the entries in the data set and 

hen using the predefined machine learning algorithm for predicting whether the file is 

malicious or not. And with  more features and parameters of algorithms added to increase 

the accuracy of performance matrix. Evaluation of malwares only on the basis of static 

approach also can be used like prediction of malware on the basis of analysis of code and 

signatures. 
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