IMAGE SOURCE RECOGNITION

Project report submitted in fulfilment of the requirement for the degree
of

Bachelor of Technology
In
Computer Science and Engineering
By

Rahul Rana(161369)

Under the supervision of

Dr. Surjeet Singh Solanki

To
Q / 4>
2 A N O
7 " ¢
S B
= I
w =
g (ﬁiﬁ S
=
. 9

Jult

fomn 9@ =foam:
Department of Computer Science & Engineering and Information
Technology

Jaypee University of Information Technology Waknaghat, Solan-
173234, Himachal Pradesh



Certificate
Candidate’s Declaration

| hereby declare that the work presented in this report entitled IMin fulfilment of the
requirements for the award of the degree of Bachelor of Technology in Computer Science and
Engineering/Information Technology submitted in the department of Computer Science &
Engineering and Information Technology, Jaypee University of Information Technology,
Waknaghat is an authentic record of my own work carried out over a period from August 2018
to May 2019 under the supervision of Dr. Surjeet Singh Solanki , Associate
Professor(Gradel), Computer Science &Engineering /Information Technolgy.

The matter embodied in the report has not been submitted for the award of any other degree
or diploma.

>

Rahul Rana(161369)

This is to certify that the above statement made by the candidate is true to the best of my
knowledge.

Swvfu:t'sina):

Dr. Surjeet Singh Solanki
Associate Professor

Computer Science and Engineering / Information Technology

Dated: 28/05/2020



(i)

ACKNOWLEDGEMENT

| have taken efforts in this project. However, it would not have been possible without
the kind support and help of many individuals and organizations. | would like to extend
our sincere thanks to all of them. I am highly indebted to Mr.Surjeet Singh for their
guidance and constant supervision as well as for providing necessary information
regarding the project and also for their support in completing the project.

| would like to express our gratitude towards our parents and Jaypee University of
Information Technology for their kind cooperation and encouragement which helped us
in completion of this project. Mine thanks and appreciations also go to our colleague in
developing the project and people who have willingly helped us out with their abilities.

(i)



TABLE OF CONTENTS

INTRODUCTION
1.1 INTRODUCTION

1.2 PROBLEM STATEMENT
1.2.1 Digital Forensic
1.2.2 Authentication of image and detection of tampering
1.3 OBJECTIVE
1.3.1 Motivation
1.4 METHODOLOGY
1.4.1 Image making pipeline
1.5 ORGANISATION

LITERATURE SURVEY
2.1 IEEE DOCUMENTS(2003-2019)
2.2 COMPARISON TABLES OF VARIOUS MODELS SINCE 2003
2.3 BOOK RELATED TO THIS PROJECT

SYSTEM DEVELOPMENT
3.1 MATHEMATICAL MODEL
3.1.1 Sensor Pattern disturbance
3.1.1.1 Extracting PRNU

3.1.12 Denosing filter
3.1.2 Sensor Dust pattern

3.1.3 Lens Imperfections

3.1.4 CFA and interpolation techniques
3.2 IMAGE IDENTIFICATION ON BASIS OF STATSTICAL MODEL
3.3 METHOD BASED ON FEATURE EXTRACTION
3.4 EXPECTATION/MAXIMIZATION ALGO

PERFORMANCE ANALYSIS
4.1 ANALYSIS BY SVM MODEL
4.1.1 Curse dimensionality with its overfitting issue
4.2 CNN MODEL
4.2.1 Various Convolution layers
4.2.2 Activation Function
4.2.3 Pooling
4.2.4FC associated layer

(iii)

[
'

O N O U1 & W NN P

10-16
10
15
16

17 - 28
17
17
18

19
20

21
23
24
25
25

29-48
29
30
30
32
33
34
34



4.2.5 Learning Process and Back - spread Calculation

4.3 PROPOSED MACHINE LEARNING FEATURE BASED METHOD
4.3.1 Polluted Sensor Disturbance or Noise Unit (PRNU)

4.4 MULTI - LAYER CNN USED IN THIS PROJECT
4.5 OUTOUT AT VARIOUS STAGES

4.5.1 Neural Implementation
4.5.2 Preparing the dataset

4.5.3 Model accuracy graph
4.5.4 Criteria or program for Input Image

4.5.5 Resultant code and output image

CONCLUSIONS

5.1 Conclusion of the Report
5.2 Future Scope of this Project

REFERENCES

(iii)

35

36
37

40
43

44
44

45
46

48

49 -50

49
50

51-54



LIST OF ABBREVIATIONS

e CNN- Convolution Neural Network

e SVM — Support Vector Machine

e PRNU - Pollution Response Non- Uniformity
e RGB — Red Green Blue

e CFA —Color Filter Array

e LSM -Least Square Method

e FVC - Fischer Vector Coding

e  GMM -Gaussian Mixture Model

e SFFS — Sequential Floating Forward Selection
e E/M — Expectation / Maximization

e DCNN — Deep Convolution Neural Network

(iv)



LIST OF FIGURES

Fig No.
11
1.2
1.3
14
31
3.2
3.3
34
3.5
3.6
3.7
3.8
4.1
4.2

4.3
44
4.5
4.6
4.7
4.8
4.9

4.10

Title

(2)Original image (b) tampered image made by copy & forge
(2)Nikon model camera (b)Canon model 1 (c) Canon model 2
Image formation pipeline

(2) CFA (Color Fiter array) (b)Interpolation techniques
Camera Identification methods

Sensor dust pattern working

(a)Distorted image (b) distortion clear image

Lens distortion types

Color filter array pattern

Array of RGB matrix

E/M algorithm

Flow chart of E/M algorithm

CNN feature map extraction
Convolution of 3*3 filter

Convolution of 5*5 image with 3*3 mask
Stride of 2 pixels
The correlation based scheme
The proposed system framework
(a) Normal picture (b) Denoised picture
8 distinct plans of r,s ,t variable
Pooling of an image

Padding zeros into output

v)

Page

17
21
21
22
23
23
26
27
31
33

33

34

36

37

38

39

40

41



411

412

4.13

ReLu operating on image
The layout of CNN model

FCC layer and CNN full layer diagram

(vi)

42

43

44



LIST OF TABLES

Table No. Title Page
2.1 Comparision table of different approach from 2003-2007 15
2.2 Comparision table of different approach from 2009-2019 16
4.1 Kernel work sorts of SVM model classifer 29
4.2 Showing various filter on image array 40

(vii)



Abstract

Source camera identification has recently received a wide attention due to its important role in
security and legal issue. The problem of establishing the origin of digital media obtained
through an imaging device is important whenever digital content is presented and is used as
evidence in the court. Source camera identification is the process of determining which camera
device or model has been used to capture an image.

This contribution is based on using the deep convolutional neural networks (CNNs). Unlike
traditional methods, CNNs can automatically and simultaneously extract features and learn to
classify during the learning process. A layer of preprocessing is added to the CNN model, and
consists of a high pass filter which is applied to the input image. The obtained CNN gives very
good performance for a very small learning complexity.

Experimental comparison with a classical two steps machine learning approach shows that the

proposed method can achieve significant detection performance. The well known object
recognition CNN models, AlexNet and GoogleNet, are also examined.

(viii)



Chapter-1
INTRODUCTION

1.1 INTRODUCTION

Today, interactive media (picture, sound, video, and so on) continues quick and fall
into territories of our life. In reality, monster is as for the time and in that time, it
was a veritable jump forward. Ongoing examinations in mixed media crime scene
investigation have started to create strategies to test unwavering quality and
acceptability of sight and sound.

One of the mixed media components is the advanced picture which is an
exceptionally normal proof. A picture (a photo) is commonly acknowledged as a
proof of event of the delineated occasion. As an approach to speak to a one of a kind
second in space-time, advanced pictures are frequently taken as quiet observers in
the courtroom and are a pivotal bit of wrongdoing proof. Checking a computerized
picture uprightness and validness is a significant errand in crime scene investigation
particularly thinking about that the pictures can be carefully changed by ease
equipment and programming instruments that are generally accessible .

Around a comparative time, Frank Rosenblatt prepared the Perceptron which was
an, amazingly clear classifier anyway when it was participated in tremendous
numbers, in a framework, it transformed into a historic mammoth. In reality,
monster is as for the time and in that time, it was a veritable jump forward.

During the 1950s, we see the primary PC entertainment program pronouncing to
have the ability to beat the checkers best on earth. This program helped checkers
players an impressive measure in upgrading their aptitudes! Around a comparative
time, Frank Rosenblatt prepared the Perceptron which was an, amazingly clear
classifier anyway when it was participated in tremendous numbers, in a framework,
it transformed into a historic mammoth. In reality, monster is as for the time and in
that time, it was a veritable jump forward. By then we see a significant drawn-out
period of time of stagnation of the neural framework field due to its difficulties in
handling certain issues.

Today, Al calculations empower PCs to speak with people, self-rulingly drive
vehicles, compose and distribute sport coordinate reports, and discover fear monger
suspects. | solidly accept Al will seriously affect most ventures and the occupations
inside them, which is the reason each supervisor ought to have probably some grip
of what Al is and how it is developing.



Picture confirmation or alter recognition . A concise prologue to camera
recognizable proof . The goals and commitments of this proposal will be introduced
next Section.

This program helped checkers players an impressive measure in upgrading their
aptitudes! Around a comparative time, Frank Rosenblatt prepared the Perceptron
which was an, amazingly clear classifier anyway when it was participated in
tremendous numbers, in a framework, it transformed into a historic mammoth. In
reality, monster is as for the time and in that time, it was a veritable jump forward.

1.2 PROBLEM STATEMENT

The first distinguishing proof that makes conceivable set up this connection of the
picture and belong source gadget, moduel,and sometimes briand. This following
historical backdrop from a picture, recognizing a gadget utilized along the
procurement is of significant intrigue. This is an official courtroom, the starting
point of a specific picture can speak to an essential proof. The subsequent test
identified with the recognition of frauds. For this situation, it is required to set up if
a specific picture is bona fide, or in the event that it has been misleadingly controlled
S0 as to change its substance.

So the main problem statement is that what is the source from which image is taken
and how to identify the source using the python programming or other coding
language. The image can easily be corrupted or manipulated or may be forged using
low cost hardware and software devices and applications.

1.2.1 Digital Forensic

The principal definition for advanced crime scene investigation the fully utilization
of the digital resources to its peak i.e assortment, recognition and find out that
which electronic thing or device used to click picture.

The subsequent test identified with the discovery of fabrications. For this situation,
it is required to set up if a specific picture is genuine, or in the event that it has been
misleadingly controlled so as to change its substance.

Thus, Digital wrongdoing scene examination is an approaching piece of
programming building whose need increases with an extension of each phony
advancement for modernized pictures. This is joined with an execution of classifiers,
a sub-purpose of Machine Learning, which has unfamiliar potential and is one of the
most asked about fields in Computer Science.



Computerized picture crimee scene investigation look into targets revealing hidden
realities about a picture. It covers the responses to numerous inquiries, for example,

. Can we confide in a picture?

. Is it unique picture or controlled by some picture preparing device?

. Was it produced by an advanced camera, cell mobile, with the scaner?
. From where and which camera click to catch this picture?

In the present propelled age, the creation and control of automated pictures is put
forth direct by insignificant attempt gear and programming instruments. Along these
lines, we are rapidly showing up at a condition where one can never again take the
validity and trustworthiness of cutting edge pictures for yielded (and that is just a
glimpse of something larger).

The official courtroom, the inception of a specific picture can speak to an essential
proof. The subsequent test identified with the discovery of fabrications. For this
situation, it is required to set up if a specific picture is genuine, or in the event that
it has been misleadingly controlled so as to change its substance.

1.2.2 Authentication of image and detection of tampering

Despite the fact that current computerized legal procedures are fit for distinguishing
a few standard advanced media controls, they don't represent the likelihood that
might be applied to computerized content. In actuality, it is very conceivable that a
falsifier might have the option to furtively create hostile to legal activities and use
them to make imperceptible advanced falsifications.

The incorporates different activities, for example, differentiate change, splendor
modification, up-testing, downsampling, zooming, revolution and so forth. While
malevolent altering targets adjusting the substance of the picture and may
incorporates activities, for example, cut-glue, duplicate glue, locale cloning and
joining.

They don't represent the likelihood that might be applied to computerized content.
In actuality, it is very conceivable that a falsifier might have the option to furtively
create hostile to legal activities and use them to make imperceptible advanced
falsifications. Despite the fact that current computerized legal procedures are fit for
distinguishing a few standard advanced media controls, they don't represent the
likelihood that might be applied to computerized content.



In actuality, it is very conceivable that a falsifier might have the option to furtively
create hostile to legal activities and use them to make imperceptible advanced
falsifications.

Figure 1.1: (a) original image (b) tampered image made by copy and forge

Hostile to measurable or counter crime scene investigation tasks intended to conceal
hints of control and altering fingerprints came about because of criminological
methods.

Moreover, the investigation of against legal activities can likewise prompt the
distinguishing proof of fingerprints left by hostile to criminological tasks and the
advancement of methods equipped for identifying when an enemy of scientific
activity has been utilized to conceal proof falsification. Obviously the verification
of mixed media signals represents an extraordinary test to data security specialists.

1.3 OBJECTIVE

In this proposal, the subject of source gadget ID has been contemplated. Specifically
two distinct methods will be introduced in the accompanying parts.

. Propose and dissect a procedure for advanced source camera model
distinguishing proof dependent on traditional element extraction and Al approach .

. Proposing or execute a way of profound studying way for deal with improve
athe CNN modeul function on the basis of distinguish camera, digital device
acquisition of picture moduel .



. Investigating or exhibit a best in class strategies identified with source
distinguishing proof indicating the constraints of every strategy.

. Compare our proposed strategies execution with comparative best in class
procedures either in traditional methodology or in CNN approach.

1.3.1 Motivation

In the present propelled age, the creation and control of automated pictures is put
forth direct by insignificant attempt gear and programming instruments. Along these
lines, we are rapidly showing up at a condition where one can never again take the
validity and trustworthiness of cutting edge pictures for yielded (and that is just a
glimpse of something larger).

The Image Forensics can help us with assessing reality and trustworthiness of
ensured propelled picture.

Thus, Digital wrongdoing scene examination is an approaching piece of
programming building whose need increases with an extension of each phony
advancement for modernized pictures. This is joined with an execution of classifiers,
a sub-purpose of Machine Learning, which has unfamiliar potential and is one of the
most asked about fields in Computer Science.

In our work, we attempt to improve the precision made by the classifiers, which
solidify the estimate of the wellspring of the automated picture being alluded to.
With a colossal scope of classifiers available to examine, we will pick the ones that
would consider our necessities and endeavor to overhaul them.

An improvement in incorporate extraction from pictures close by the headway of
logically healthy classifiers will leave adequate space for upgrades of our work in
future.

In computerized crime scene investigation, distinguishing the module from a
colletion of camera which wree used to get a given advanced picture, displays a
fascinating issue. In a scene of a wrongdoing, it might assist the measurable
examiner with identifying the camera that has taken the computerized picture
utilized as proof.



1.4 METHODOLOGY

This part surveys computerized scientific methods for source camera distinguishing
proof. The undertakings for computerized interactive media crime scene
investigation are assembled into six classifications as follows:

» Source Classification: characterizes pictures as per their birthplace, scaner or photo
gadget.

» Source model Identification

Figure 1.2:(a) Nikon Model Camera

Figure 1.2:(b) Canon Camera model 1

Figure 1.2:(c) Cannon Camera model 2

» The methodology involves how to acquire the photo or image from the data
acquisition device .

» The data acquisition device produce a data pixels matrix from which important
feature are extracted.



* These important feature are then used for matching purpose to the classifier of
various kind to find the resultant.

* These resultant are then give or produce probability of accuracy and precision of
the output.

* A output produced of number is store in module to further processing.

1.4.1 Image making pipeline

There below is the diagram showing the pipeline of the image development . That is
the what are the processes behunid the whole process. How an image is created the
one by one process , how result in the full processed fledged image that is used to
further processing.

Digital Camera Pipeline

3
light!
1
|
! Optical

| Filter(s CFA pattem CCD or CMOS Color Camera |
Lenses interpalation processing :
1

Natural scena |
|
1

Figure 1.3: Image formation pipeline

. A focal point framework: This is basically made out by the focal point along
with components for manipulate presentation, centering, or picture adjustment for
gather or manipulate the ligthing.

. Lens channels:When the light enter from camera to a viewpoint, this
experiences the mix for intervened lens opticial channels which decreases unwanted
flashen light parts .



. Sensor of image : There are a variety from lines or segments for lightt -
detecting components known as photograph destinations. These light or flash
detecting component of sensor cluster incorporates the occurrence light over the
entire range and acquires an electric sign portrayal of the view.

. CFA cluster: Notwithstanding, because of cost contemplations, in most
computerized cameras, just a solitary sensor is utilized alongside a shading channel
cluster (CFA). The CFA organizes pixels in an example so every component has an
alternate ghostly channel.

. Activity of interchange demonising: For every basic-parcel for dot in image
just give data about various shading part esteems, the missing shading esteems for
every pixel should be gotten through demosaicing activity by interjecting three hues
at every pixel area.

. Digital picture preparing: It is an arrangement types of picture handling like
white point rectification, picture honing, opening revision, gamma amendment and
pressure.

* CFA and Interpolation Artifacts

Choice of CFA

Bayer Pattern (RGB) CMYK

Interpolation (Demosaicing)

min
ip

Figure 1.4:(a)CFA (Color filteration array) (b)Interpolation
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1.5 ORGANIZATION

The project is organized and developed with help of various platform and software.
The train dataset is from cifran 10 and keras dataset. This data set consists of 10
different image acqustion device which is further used to perform the image source
identification on tested image.

The various software are used for this project , platform used is anaconda 3,Python
3 and GoogleTensorflow .The input interface for selection of image is made by with
help of tKinter . And the output is also shown via dialogue box.

The CNN algorithm used for the image source identification purpose and it eexract
features of image and is a 3 layer algorithm , to identify the source of the image .



Chapter 2
LITERATURE SURVEY

2.1 IEEE DOCUMENT (2003-2019)

Below is the list of 10 selected papers of ieee since 2003 on image source
identification using various mathematical approach and experimental approach .

1. Hiden tree markov models for find image classification

Author: M.Dilyigenti , P.Firansco,M.Geori
Distributer: IEEE(Institute of Electrical and Electronics Engineers)

Date of Publication: 02 April 2003

Summary

Gathering is a critical issue [1] (M.Diligenti , P.Fransco,M.Gori) in picture record
taking care of and is normally a starter step toward affirmation, appreciation, and
information extraction. In this paper, the issue is figured in the arrangement of thought
learning and each class looks at to the game plan of picture chronicles with similar
physical structure. We propose an answer reliant on two algorithmic contemplations.
At first, we get a composed depiction of pictures reliant on checked XY-trees (this
depiction exhorts the understudy about noteworthy associations between picture sub
constituents). Second, we propose a probabilistic plan that widens disguised Markov
models for learning probability disseminations portrayed on spaces of named trees.

2. Blind Source Identification
Author: Meihdi Khairrazi ,Hujserv T.Sencar ,Niasir Memon
Publication in: International Confuerence on Image Processing

Date of Publication: ICIP 2004

Summary

In this resarch thing, we look at an improved type of this issue by endeavoring to perceive
pictures got by given two arrangement of data acqustion modeuls. The proupose different
featurees that can be used through classifiier for recognize which device that is electronic
data device for an image in an outwardly hindered manner. We furthermore give test results
and show reasonable exactness in perceiving pictures from the two and five unmistakable
camera models using the proposed features.

10



3. Auto-mattic source data acquistion identifcation using the intrnsic lens radal
distortions

Author: Kiai Suan Choiji, Edomund H. Lalm, , Keanneth L. I. Woing

Publication in: Department of Electirical and Elecotronic Enginering, University of
Hong Kongg, Pokfiulam

Date of Publication: 23-08-2006

Summary

These paper shows, there is it possibility for achieving the full pace for exactness conspicuous
evidence characteristic point of convergence winding reshaping of every data acquisition
devcie. To reduce this impediment, in this work, we break the show which expect that a
neighborhood highlight is drawn from one of a couple of Gaussian circulations. Rather, we
embrace a compositional instrument which expect that a nearby element is drawn from a
Gaussian appropriation whose mean vector is formed as a direct blend of different key parts.

4. Lens Radial Distortion Calibration Using Homography of Central Points
Author: Arttur Nowaikowski, Whakdystaw Skairbek

Publication in: Warsiaw University of Technology/Institute of Radoelectronics,
Warsaw, Poland

Date of Publication: 29-09-2007

Summary

This paper produce a novel system for extended point of convergence reshaping
arrangement which achieves high precision of compensation. It relies upon single
image of planar chessboard model and usages the expelled twisted grid of core
interests. Due to homographic approach, no novel game plan of the camera as for
the arrangement object is required. Undistorted cross section is settled from the
principle issues of the image and used to find the winding mutilation model using
straight least square procedure (LSM). The model is used for thick compensation by
bilinear expansion or for deficient compensation by Newton iterative arrangement.

11



5. Digital Device Modeul Identfication Using Local (0,1) Paterns

Author : Yun qin sihi ,Guianho shin , Huog Xi

Publication in : 13 sept. 2012
Summary

In mechanized picture wrongdoing scene examination, camera model distinctive
evidence searches. Due to homographic approach, no novel game plan of the camera
as for the arrangement object is required. Undistorted cross section is settled from
the principle issues of the image and used to find the winding mutilation model using
straight least square procedure (LSM). The model is used for thick compensation by
bilinear expansion or for deficient compensation by Newton iterative arrangement.
These strategies are called highlight choice calculations and regularly utilize
heuristics to find the ideal number and mix of highlights to such an extent that
Sequential drifting forward determination technique (SFFS), insatiable strategies,
best-first techniques.

6. Second Oder Statistcal Analysises via Wavlets Advance for Image
Classification

Author : Gannesh S. Ragihate , Suresh S. Saliankar

Publication in: 18 Aug 2013
Summary

In PC vision system, surface implies the characteristics of a thing that appear on its
surface. Surface portrayal is to organize surfaces in right surface social occasions.
The precision of surface picture gathering endless supply of surface features and
request computation . These strategies are called highlight choice calculations and
regularly utilize heuristics to find the ideal number and mix of highlights to such an
extent that Sequential drifting forward determination technique , insatiable
strategies, best-first techniques. The model is used for thick compensation by
bilinear expansion or for deficient compensation by Newton iterative arrangement.

12



7. Corection through Radal Distortons by using the Planers Checkboard
Paterns of an image

Author: Seiok-Hain Leie, Students Mamber, IEEE, Saing-Keuen Leee, IEEE,
Joeng-Monk Son Choie, IEEE

Publication in: IEEE publications on Radial image distortion, 2014

Summary

The photos got by certifiable cameras normally experience the evil impacts of point
of convergence mutilation that for extended twisting. To reduce this impediment, in
this work, we break the show which expect that a neighborhood highlight is drawn
from one of a couple of Gaussian circulations. Rather, we embrace a compositional
instrument which expect that a nearby element is drawn from a Gaussian
appropriation whose mean vector.

8. Compostional Model Based Fisher Vector Coding for Image Clasification

Author: Linghgiao Liu , Peing Wang ,Chunnhua Shen

Published in: IEEE Transactons on Patern Analysisees via Machine Intellignces

Date of Publications: VVolumes: 39, Issue on: 12 , Dec. 1 2017
Summary

Fisher vector coding (FVC) has been recognized as a compelling coding strategy for picture
classification[3] (Lingquiao Liu , Penig Wang ,Chunnhua Shen). It utilize the Gaussian blend
model (GMM) as the generative model for neighborhood highlights. In any case, the agent
intensity of a GMM can be restricted on the grounds that it basically expect that neighborhood
highlights can be described by a fixed number of highlight models, and the quantity of models
is normally little in FVC. To reduce this impediment, in this work, we break the show which
expect that a neighborhood highlight is drawn from one of a couple of Gaussian circulations.
Rather, we embrace a compositional instrument which expect that a nearby element is drawn
from a Gaussian appropriation whose mean vector is formed as a direct blend of different key
parts.
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9. Explored Features Couppling or Modeul Coupled along Image Source
Identification

Author : Yongiang Hung , Longbinkg Caio , Yuyiong Liu

Published in: IEEE Transactions on Information Forenscs and Security

Date of Publications: Volumes: 13, Issue on: 12 , Dec. 2018

Summary

Starting late, there has been remarkable eagerness for incorporate based picture source
recognizing confirmation. . It overcomes the obstruction of fix savvy component learning in
most by far of existing significant learning strategies used in HSIC. Even more fundamentally,
it can isolate features at various scales and enough avoid the diminishing of spatial objectives.
This one is just based on the mixing of two or more feature together and then find the new
feature via two feature multilplication ,addition ,substraction and match that value with the data
acquisition device to find out the resultant that what is the device used to click the image or
picture.

10. DeepLab-Based Spatial Feature Extraction for Hyper spectral Image
Classification

Author : Zijiua Niu ,Wein Liu , Jinugyi Zhao , Guiogian Jiang

Published in: IEEE Geoscience and Remote Senser Letters

Date of Publications: Volumes: 16 , Issue on: 2 , Feb. 2019
Summary

By and by a days, significant learning has been used for hyper ghost picture portrayal (HSIC)
due to its weighty feature learning and request limit. In this letter[5], a novel significant
learning-set up structure based concerning DeeplLab is proposed for HSIC. The proposed
framework applies DeepLab to unearth spatial features of the hyper spooky picture (HSI) pixel
to pixel. It overcomes the obstruction of fix savvy component learning in most by far of existing
significant learning strategies used in HSIC. Even more fundamentally, it can isolate features
at various scales and enough avoid the diminishing of spatial objectives. Also, to improve the
HSIC execution, the spatial features removed by DeepLab and the powerful features are
merged by a weighted blend method, by then the interlaced features are commitment to assist
vector with machining for clear gathering.
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2.2 COMPARISION TABLES OF VARIOUS MODELS SINCE 2003

Below is the comparison table for all the technology model implemented for image
identification and detection and what major advancement tecquinues used for image source
dentification , from era 2003 to till 2020 .

These tecnolgies help in forensic department and proposed various mathematical , statisical
and experimental model and their accuracy and improvement of them day by day to achieve
full fledege project for image source identification.

2003 M.Diligent , Hidden Tree 82.3%
PFransco, M.Gori Markov Model

2004 Mehdi Kharrazi Blind Source 82.7%
,HuservT.Sencar Identification
,Nasir Memon

2006 Kai San Choi, Intrinsic Radial 85.6%
EdmundY. Lam, Distortion
and Kenneth K.Y.
Wong

2007 Artur Radial Distortion  88.2%
Nowakowski, using Homography
Wrhadystaw Technique
Skarbek

Table 2.1: Comparisom table of different approaches made till 2003 to 2007 on Image source
Identification
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201 4| A. Nowakowski, Radial Distortion 89.4%

Wiadystaw using a Planar
Skarbek Checkerboard
Pattern
2017 Linggiao Liu ,Peng Composition 78.9%
Wang , Chunhua Model based on
Sen FVC coding
2018 Yonggang Huang, Exploring Feature 89.1%
Longbing Cao, coupling and
Yuying Liu Model Coupling
2019 Zijia Niu, Wen Deeplab based 94.3%
Liu, Jingyi Zhao  Spatial feature
Extraction

Table 2.2: Comparisom table of different approaches made till 2014 to 2019 on Image source
Identification

2.3 BOOK REALTED TO THIS PROJECT

1. Identification of phone-Image Source and Manipulation
Author : Qingzhonig Liue , Xeiaodong Lii ,Leei Cheng
Summary

As cell phones are by and large broadly utilized in day by day lives, the pictures caught by cell
phones become pervasive and might be utilized for legitimate purposes. In like manner, the
validation of cell phone pictures and the ID of post-catch control are of noteworthy enthusiasm for
computerized crime scene investigation. Here is condition to early acquire pictures utilizing
diverse cell phones and intentionally control the pictures, including various mixes of twofold JPEG
pressure, editing, and rescaling. At that point, we remove the minimal thickness in low recurrence
facilitates and neighboring joint thickness includes on intra-square and between hinder as
highlights directed order together (bunching first, trailed by characterization) prompts
improvement in distinguishing cell phone sources and controls and consequently gives a way to
address the intricacy issue of purposeful control.
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Chapter 3
SYSTEM DEVELOPMENT

3.1 MATHEMATICAL MODEL

This arrangement of techniques depends on delivering a scientific model so as
to extricate a connection between the picture and the source. The picture
obtaining process includes numerous means within the data acquistion gadget
that summon ancient rarities for a picture context. The antiquities could be
contributed for giving various highlights to the distinguishing proof procedure.
The methods viable target dissecting those highlights so as to discover a unique
mark for the gadget because of the sensor flaws (residue and commotion), or
focal point variations. Accordingly the unique finger impression of the camera
is autonomous of the substance of the investigated information.

METHODS FOR
CAMERA IDENTIFICATION
___ W = S
" Methods " Methods
(  BasedonCorrelations \ { Basedon Feature \
or mathematical . extraction & machine /
model _  leaming _~
» SensorPattern Noise > ColorFeatures 7
» SensorPattern Dust » ImageQuality Metrics
LensImperfections » Binary Similarity Measures
=

» Conditional Probability
» Wavelet Statistics
» LocalBimary Patterns

Figure 3.1: Camera Identification methods

3.1.1 Sensors patern disturbance

This is pattern used for checking the noise or disturbance in the image tottaly a
mathematical model for the finding the resultant in probability 0 & 1. This
pattern noise disturbance usedthe various different kind of sensor to finfd the
various slightest little difference in pic for major different comparision.
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There are numerous sorts of commotion that originates from various elements
remembering the blemishes for assembling process, silicone in-homogeneity,
and warm ¢lamor. The most critical one is the example commotion. It is one of
a kind for every camera gadget which make it the main instrument to recognize
an individual gadget. There are two principle segments of the example clamor;

* The fixed example commotion (FPN) is brought about by dull flows when
the sensor exhibit isn't presented to light. It is an added substance ¢lamor, so it
is smothered consequently by deducting a dull casing from the caught picture.

* The photograph reaction non consistency (PRNU) is the significant
wellspring of commotion. It is caused when pixels have distinctive light
sensitivities brought about by the inhomogeneity of silicon wafers. PRNU is a
high recurrence multiplicative ¢clamor, for the most part stable after some time
and it isn't influenced by mugginess and temperature.

The connection between the two kinds of example clamor over a picture I(X,y)
is given in the condition as follows:

I(%.3) = 10(%,.y) + YIO(X.0)K(X.Y) + N(x.y)

where I0(x,y) is the clamor free picture, y is a multiplicative steady, K(X.y) is
the multiplicative commotion or PRNU, and N(X,y) is the added substance
commotion or FPN.

3.1.1.1 Extracting PRNU

By corresponding the commotion removed from an inquiry picture against the
realized reference example, or PRNU, of a given camera, we can decide if that
camera was utilized to initially catch the question picture. The reference example
of a camera is first extricated from a progression of pictures taken from known
camera gadget. The reference design is then used to identify whether the camera
used to produce the reference design was utilized to catch an obscure source
picture. For the most part, for a picture I, the lingering clamgor is extricated by
taking away the denoised variant of the picture from the picture itself as follows:

N=1I-F(I),

where F(I) is the denoised picture, and F is a denoising channel. A wavelet based
denoising channel is utilized by and large . So as to remove the unique finger
impression of a camera, different pictures are denoised and arrived at the
midpoint of. The averaging of various pictures lessens the irregular parts and
upgrades the example commotion.
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About 50 pictures are utilized to ascertain the reference design Kd of a known
camera gadget

as in Equation.

Pni=1(Nili)
Kd = Pn-Ti2 ,i=1

A typical way to deal with play out a correlation is to figure the Normalized
CrossCorrelation which gauges the similitude between the reference design Kd
and the evaluated commotion N of a picture under test which is of obscure

source.Standardized Cross-Correlation is characterized as:
(N- N)n(m - KQQ)
P(NKd) = KN — Nk kKd — Kdk

where N and Kd are the methods for N and Kd, individually.

3.1.1.2 Denoising filter

Wavlets biased denosing channel for a recurrence area are utilized on the
grounds that it gave great outcomes. By applying this specific denoising channel,
the commotion leftover acquired contains minimal measure of hints of the
picture .

The low recurrence segments of the PRNU signal are consequently smothered
when working with the commotion residuals. Fundamentally, this calculation is
made out of two stages. The initial step gauges the neighborhood change of the
wavelet segments, where the subsequent advance applies the Wiener channel on
the wavelet coefficients . A case of the outcomes given by this channel is
appeared in figure . The denoising calculation is as per the following:

* Calculate the four leyel wavelet decay of the picture utilizing the Daubechies,
8-tap, Separable Quadrate Mirror Filters (QMF). The quantity of deterioration
levels can be expanded to improve exactness or diminished to decrease handling
time. At each level, the three high recurrence sub-groups are flat H, vertical V,
and corner to corner D. For every wavelet sub-band, the nearby change in a
window of (f x f) of the local N is evaluated by the recipe in condition as
follows,The base estimation of the four changes will be taken as the last gauge.
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Figure 3.1: Denoising filter applied on a colourjimage (a) , (b) denoised image

of the red channel, (c) denoised image of the green channel, (d) denoised image
of the blue channel.

» The denoised wavelet coefficients are gotten utilizing the Wiener channel
referenced in condition .

Iclean(i,ji) = Iclean(i,ji)o power(2(i,ji) )+ c02

02(1,j) = min(632,652,672,692),

3.1.2 Sensor dust pattern

This technique is identified with advanced single focal point reflex (DSLR)
cameras which permit clients to work with various compatible focal points.
When the focal point is discharged, the residue particles are pulled in to the
camera sensor by electrostatic fields coming about a residue design which
chooses the defensive component at the outside of the sensor . The residue
example can be viewed as little spots, as confined power corruptions,
everywhere throughout the pictures created .

Even more fundamentally, it can isolate features at various scales and enough
avoid the diminishing of spatial objectives. Also, to improve the HSIC
execution, the spatial features removed by DeepLab and the powerful features
are merged by a weighted blend method, by then the interlaced features are
commitment to assist vector with machining for clear gathering.
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Figure 3.2 : The dark spot in the white box are sensor dust pattern in this picture

This strategy isn't utilized with Compact cameras since they don't experience the
ill effects of sensors soil or mitti issue. These are just utilized along the costly
high professional camers which should change with clock or time. What's more,
ongoing gadgets accompany worked in dust expulsion instruments.

3.1.3 Lenes Imperfection

Every computerized digital device used for snap are furnished by the particular
opticel focal points from passes scenes flash led from sensors. Many focal
points present various types of focal point variations, for example, circular
abnormality, field shape, focal point outspread twisting and chromatic
contortion. Among the Lens deviations, outspread focal point contortion is the
most grave part .

Because of the plan procedure, most focal points present geometric bending
when the two or more lines are genuine graph seem bended in the created picture.
Figur 3.3 shows a case of geometrical focal point bending.

Figure 3.3 : (a) distorted image (b) distortion clear image

These degree and the request for remuneration of such a twisting differ starting
with one producer then onto the next.
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Therefore, focal points from various cameras share one of a kind fingerprints
identified with focal point on the caught pictures. Focal point spiral twisting
could fund and search by two ways .

The first oneis known as barrel twistngs, itoccur when mt . occur with r . That
is the image is just round at centre and form a barrel image a picture. The second
one is when Mt. dimshes alondside r . This one is pincushion twist.Both cases
are shown in figure below of this chapter .

For this basic recipe is focal point spiral contortion can be composed as in
Equation:

ru =rd + k1rd3 + k2rd5

where ru and rd are the undistorted sweep and contorted span individually. The
sweep is the spiral separation in the pixel of image corrdinate(x,y).

| T

a b c

Figure 3.4 : Lens distortion types (a) undistorted (b) barrel distortion (c)
pincushion distortion

Other than it is additionally conceivable to work a product remedy so as to
address the spiral twisting on a picture.

Another kind of variation is the chromatic abnormality which is completed to
distinguish the source. In light of inclination includes in a nearby neighborhood,
the creators separated the picture into three districts. At that point they evaluated
the introduction coefficients through solitary worth disintegration for every area
and each shading band independently. The inspected CFA design is re-inserted
and picked the example that limits the contrast between the assessed last picture
and real picture delivered.
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3.1.3 CFA and interpolation techqinues

Basically, the sensor is monochromatic with the end goal that the catching of a
shading picture requires putting a shading veil before the sensor. This is spoken
to by the Shading Filter Array (CFA) which it is a shading mosaic that covers
the imaging sensor.

The CFA allows just one shading part of light to go through it at each position
before arriving at the sensor. Every camera model uses one of a few CFA designs
like those appeared in figure 3.5. The most widely recognized cluster is the
Bayer design which utilizes one red, one blue, and two green. RGBE design is
utilized in certain models of Sony cameras while CYYM design is utilized in
some Kodak models.

R I =

Figure 3.5 : Color filter array patterns

Therefore, the sensor records just a single specific shading an incentive at every
pixel area. The two missing shading esteems at every pixel area must be assessed
utilizing a procedure known as demosaicing or shading introduction.

There are a few calculations for shading introduction with the end goal that every
maker utilizes a particular calculation for a particular camera model. The source
camera recognizable proof methods are centered around finding the shading
channel cluster design and the shading insertion calculation utilized in inner
handling squares of an advanced camera pipeline that gained the picture.

6 x 6 x 3

Figure 3.6: Array of RGB Matrix

In light of inclination includes in a nearby neighborhood, the creators separated
the picture into three districts. At that point they evaluated the introduction
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coefficients through solitary worth disintegration for every area and each
shading band independently. The inspected CFA design is re-inserted and picked
the example that limits the contrast between the assessed last picture and real
picture delivered from data acquisition electronic device .

Likewise, it doesn't work for packed picture, changed by gamma revision, or
smoothing methods in light of the fact that these relics smother and expel the
spatial connection between's the pixels.

3.2 IMAGE IDENTIFICIATION ON BASIS OF STATSITICAL MODEL

Another methodology for camera recognizable proof is the factual model-based
strategies. Thai et al. structured a factual test inside theory testing system .

It utilize the Gaussian blend model (GMM) as the generative model for
neighborhood highlights. In any case, the agent intensity of a GMM can be
restricted on the grounds that it basically expect that neighborhood highlights
can be described by a fixed number of highlight models, and the quantity of
models is normally little in FVC.

To reduce this impediment, in this work, we break the show which expect that a
neighborhood highlight is drawn from one of a couple of Gaussian circulations.
Rather, we embrace a compositional instrument which expect that a nearby
element is drawn from a Gaussian appropriation whose mean vector is formed
as a direct blend of different key parts.

In mechanized picture wrongdoing scene examination, camera model distinctive
evidence searches. Due to homographic approach, no novel game plan of the
camera as for the arrangement object is required. Undistorted cross section is
settled from the principle issues of the image and used to find the winding
mutilation model using straight least square procedure (LSM). The model is used
for thick compensation by bilinear expansion or for deficient compensation by
Newton iterative arrangement. These strategies are called highlight choice
calculations and regularly utilize heuristics to find the ideal number and mix of
highlights to such an extent that Sequential drifting forward determination
technique (SFFS), insatiable strategies, best-first techniques.

3.3 METHOD BASED ON FEATURE EXTRACTION

There are different methodologies for camera model distinguishing proof
utilizing a lot of appropriate computerized information natural highlights
intended to characterize a camera model. The capabilities can be single and even
sometime blended. Only guarantee from blending highlight collection are these
subsequent component empty arena gives the superior portrayal from modeul
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explicit picture attributes, and in this manner gives a higher grouping precision
than singular capabilities.

These strategies are called highlight choice calculations and regularly utilize
heuristics to find the ideal number and mix of highlights to such an extent that
Sequential drifting forward determination technique (SFFS), insatiable
strategies, best-first techniques.

Filer presented a camera model distinguishing proof strategy utilizing 28
highlights identified with factual minutes and connections of the direct example.
Gloe utilized Kharrazi's capabilities with stretched out shading highlights to
create 82 highlights. Xiu and Shig utilized 357 Local (0,1) Paterns ( for sure
supposed Ojala histograms) as highlights. Nearby twofold examples catch
between pixal relationship from threshold the neighbour relation from a power
estimation from a middle pixal to the paired example.

Wahiab utilized the contingent likelihood as a solitary list of capabilities to
arrange camera models. The creators considered DCT space qualities by abusing
experimental restrictive equation and reults.

3.4 EXPECTATION/MAXIMIZATION(EM) ALGORITHM

In all actuality employments of Al, it is very essential that there are various
significant features open for adjusting yet only a little subset of them are
perceptible. Therefore, for the components which are a portion of the time
perceptible and on occasion not, by then we can use the events when that variable
is observable is watched to learn and subsequently anticipate its impetus in the
events when it isn't perceivable [26] (S. Milnd, R.Goreo).

Expectation/Maxiimization is algorithm base on the two main process update the
variable and update your imagineary idea that is , every time new suppose that
thi can we happen and it fails or succeds on depending on features and later on
the hypothesis made that it work or fail in infinite loop.
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It was explained, proposed and given its name in a paper circulated in 1977 by
Arthur Dempster, Nan Laird, and Donald Rubin. It is used to find the close by
most extraordinary likelihood parameters of a quantifiable model in the
circumstances where inert components are incorporated and the data is missing
or insufficient .

Calculation steps
1. Given a great deal of lacking data, consider a ton of starting parameters.

2. Desire advance (E — step): Using the viewed available data of the dataset,
check (gather) the estimations of the missing data.

3. Augmentation advance (M — step): Complete data created after the longing
(E) step is used to revive the parameters.

4. Rehash stage 2 and stage 3 until gathering.

The substance of Expectation-Maximization computation is to use the open
watched data of the dataset to evaluate the missing data and thereafter using that
data to revive the estimations of the parameters. Allow us to appreciate the EM
count in detail.

M - step

Update Hypothesis

E - step

Update Variables

Figure 3.7: E/M algo diagram
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* At initial, a great deal of beginning estimations of the parameters are thought
of. A ton of deficient watched data is given to the structure with the assumption
that the watched data begins from a specific model.

*» The following stage is known as "Want" — step or E-step. In this movement,
we use the watched data to check or gauge the estimations of the missing or
divided data. It is basically used to invigorate the components.

* The following stage is known as "Increase"- step or M-step. In this movement,
we use the complete data made in the previous "Want" — step in order to revive
the estimations of the parameters. It is on a very basic level used to revive the
hypothesis.

» Presently, in the fourth step, it is checked whether the characteristics are
meeting or not, if genuinely, by then stop for the most part reiterate step-2 and
step-3 for instance "Want" — step and "Enhancement" — step until the blend
occurs.

START INITIHAL VALUES

—> EXPECTATION STEP

MAXIMIZATION STEP

IS
CONVERGED?

Figure 3.8: Flow chart of E/M algorithm
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It makes two yield as follow:

« The probability map. The estimation of each point on the probability map
exhibits the probability that the truth of the matter is related with its neighbors.

» The check of the weighting coefficients which address the proportion of
responsibility from each pixel in the presentation bit and therefore a couple of
cases of the incidental models that created as a result of re-testing.

28



Chapter 4
PERFORMANCE ANALYSIS

4.1 ANALYSIS BY SVM MODEL

In Al, a Support Vector Machine (SVM) , this is a technique or module that helps
in finding the resultant it works on the basic fundamental of equations of
mathematical .i.e linear , polynomial, RBF and other equation such as cubic.

A resultant of an picture or datset is drawn via line having mathematical
equation and the results are equated along it via SVM model which retruieves
dataset into two partion in case of the linear and in polynomial in 8 space
depending on the no. of variables .

The data lie above and below the line of resultant and data which is closure to
resultant is the output . then the accuracy of SVM classifier is find out by the
matrix consists of true positive, true negative and false negative and false
positive value.

Piece type formula :

Works sort of SVM Piece type formula for different

classifier equation

Linear K(Xi,Xj) = Xi.X]j

Polynomial K(X1,Xj)=(yXi.Xj+C)d,y=0

RBF K(Xi,Xj) = exp(—y|Xi — Xj[2),y > 0
SigmoidK(Xi,Xj) = tanh(yXi.Xj + C)

Table 4.1: Kernel work sorts of SVM classifier.
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4.1.1 Curse Dimensioinality with its overfiting issue

All quality of image diminishes when there is curse issue that it interfere with
dimension of the image so much difficult to work with dimension after this
problem.There significant inquiry there are the means by which to maintain a
strategic distance from or fathom overfitting.

When the focal point is discharged, the residue particles are pulled in to the
camera sensor by electrostatic fields coming about a residue design which
chooses the defensive component at the outside of the sensor . The residue
example can be viewed as little spots, as confined power corruptions,
everywhere throughout the pictures created .

Even more fundamentally, it can isolate features at various scales and enough
avoid the diminishing of spatial objectives. Also, to improve the HSIC
execution, the spatial features removed by DeepLab and the powerful features
are merged by a weighted blend method, by then the interlaced features are
commitment to assist vector with machining for clear gathering.

Sadly, there is no fixed guideline that characterizes what number of highlight
ought to be utilized in an arrangement issue. Truth be told, this relies upon the
measure of preparing information accessible, the multifaceted nature of the
choice limits, and the sort of classifier utilized.

So as to abstain from overfitting brought about with pace hight dimensioinality,
a decrease for highlights will the reasonable arrangement. Till there are
frequently recalcitrant for prepare and test research classifier every single
imaginable blend everything being equal, a few techniques exist that attempt to
locate this ideal in various habits.

These strategies are called highlight choice calculations and regularly utilize
heuristics to find the ideal number and mix of highlights to such an extent that
Sequential drifting forward determination technique (SFFS), insatiable
strategies, best-first techniques.

4.2 CNN MODEL

CNN is a layered wise modlue that contain various layer for the proceesing of
the picture that is acquired by digital data acquisition device. The first layer is
Kernel , then padding , fc layer and then collection of series of these layers is set
to find out maximum resultant with value 0 & 1 ranging .
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Kernel- Filter that is 3*3 exhibit duplicate to picture for obscuring , edge
recognition and honing the picture . Contingent upon the quantity of picture
characterstics you need to extricate from the picture the size of cover channel is
chosen .Greater the size more noteworthy the quantity of highlights of
characterstics to choose its source .

So there are various type of filter edge detection filxer ,gausssian filter ,lappalce
gaussian filter , box filter , average filter and line filter

Pooling - This is utilized to decrease the quantity of parameter when pictures are
too huge . So to convey fundamental data to next layer of CNN .There is three
sort of pooling Max pooling , Min pooling and Avg pooling.

Padding - This is procedure of simply adding extra zeroes to push or coulmns
(that consistute the limit so grid duplication of picture is conceivable with
channel network ). Cushioning is simply to ensure that picture highlight are made
sure about, .(for example, power ,neighboring pixel separation , edges and limits
of picture).

Input Image | )\ J

I !
Feature Representation Classification layers

Figure 4.1: The CNN feature map extraction model

A Convolutional Neural Network is involved at least one convolutional layers
and afterward followed by at least one completely associated layers as in a
standard multilayer neural system. The engineering of a CNN is intended to
exploit the 2D structure of an information picture (or other 2D info, for example,
a discourse signal). This is accomplished with neighborhood associations and
tied loads followed by some type of pooling which brings about interpretation
invariant highlights. Another advantage of CNNs is that they are simpler to
prepare and have numerous less parameters than completely associated systems
with a similar number of concealed units.
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ReLu administrator - This administrator simply convert the negative number to
positive number . That this venture is utilized to manage genuine picture so
picture grid can't be negative , so to ensure we use ReLu administrator.

Fully associated Layer - This layer smooth all the framework originated from
past layer and highlight map grid of picture is change to vector so can be worked
easily. This information is introduced in vector structure goes to neural system
that is utilized for softmax work .

4.2.1 Various Convolution Layers

The various convolution layer are used in this project that is first call the kernel
that is filter layer uses various filter edge filter , line filter , boundary detection
filter , gaussian filter and these filter used to extract various features of the input
image and these features are stores in form of matrix .

Multiple time the Convolution layer called so in order to extract much more
feature from image and result in high accuracy and high precison from confusion
matrix. The multi time called CNN each and every layer called and formed a
complex neural network for a single layer so it is much complex structure just to
extract a single feature from an image .

Then this image matrix is padded and pooling to extract mainly important feature
and not disturbing the image charcaterstics, So these pooling I snothing but just
a matrix of number that stored important feature of image and not disturbing the
real image property .

Then this produced matrix is multiplied by vector to produced 1*1 matrix and
this matrix is passed to softmax function for the purpose of producing output that
lie between 0 & 1, for probability purpose. Below is the formula for CNN module
to work:

alj =Pni=1ali~1 swijl-1 +blj,

where x indicates convolution, alj ,wijl rwpresnt matrix of image and kernel
(filter) and +1 not disturbing it dimensionality.
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¢ An image matrix (volume) of dimension (h x w x d)
o A filter (fax fuwx d)
e Outputs a volume dimension (h-fa+ 1) x(w-fu+ 1) x 1

d

w w-1_+

Figure 4.2: Convolution on 3*3 filter on 5*5 image

4.2.2 Actuation function

The actuation work is applied to each estimation of the separated picture. There
are a few sorts of the actuation capacity.

It is simply work on formula x=(0,maximum) i.e only pick the positive value for
the any pixel value of image because we have to deal with real world data so it
IS necessary that all values are positive.

1]o]1
X 01110
1(0|1
5 x 5 - Image Matrix 3 x 3 - Filter Matrix

Figure 4.3: Convolution of 5*5 image with 3*3 filter mask
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4.2.3 Pooling

Pooling - This is utilized to decrease the quantity of parameter when pictures are
too huge . So to convey fundamental data to next layer of CNN .There is three
sort of pooling Max pooling , Min pooling and Avg pooling.

4.2.4 Fully (FC) associated layer

Multiple time the Convolution layer called so in order to extract much more
feature from image and result in high accuracy and high precison from confusion
matrix. The multi time called CNN each and every layer called and formed a
complex neural network for a single layer so it is much complex structure just to
extract a single feature from an image .

Then this image matrix is padded and pooling to extract mainly important feature
and not disturbing the image charcaterstics, So these pooling I snothing but just
a matrix of number that stored important feature of image and not disturbing the
real image property .

Then this produced matrix is multiplied by vector to produced 1*1 matrix and
this matrix is passed to softmax function for the purpose of producing output that
lie between 0 & 1, for probability purpose.

1 3 1 5 6 7
" 12 13 14 15 16 17
Convolve with 3x3
<1 < | 23 | =4 | 25 | 26 | 27 filters filled with ones I T
2 ; = 108 126

a 32 33 34 35 36 37 |
oy P P [Py e ] |:'\> 288 | 306 |
51 s2 53 54 55 56 57 |

|
61 6 63 64 65 66 €
71 72 73 74 75 I 76 77

Figure 4.4: Stride of 2 pixels
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4.2.5 Learning process and Back-spread calculation

There is back-spread calculation comprises for straightward or in reverse
intersections. To begin with, the model calls forward go to yield the yield and
misfortune, at that point calls the retrogressive go to create the angle of the
model, and afterward fuses the inclination between as weighted alternated which
limits a misfortune. As cell phones are by and large broadly utilized in day by
day lives, the pictures caught by cell phones become pervasive and might be
utilized for legitimate purposes.

Here is condition to early acquire pictures utilizing diverse cell phones and
intentionally control the pictures, including various mixes of twofold JPEG
pressure, editing, and rescaling.

In like manner, the validation of cell phone pictures and the ID of post-catch
control are of noteworthy enthusiasm for computerized crime scene
investigation. At that point, we remove the minimal thickness in low recurrence
facilitates and neighboring joint thickness includes on intra-square and between
hinder as highlights directed order together (bunching first, trailed by
characterization) prompts improvement in distinguishing cell phone sources and
controls and consequently gives a way to address the intricacy issue of
purposeful control.

Information occasions all through the dataset:
L(W) = |STZJiS|Lw(X(1))+Ar(W).

Another methodology for camera recognizable proof is the factual model-based
strategies. Thai et al. structured a factual test inside theory testing system .

It utilize the Gaussian blend model (GMM) as the generative model for
neighborhood highlights. In any case, the agent intensity of a GMM can be
restricted on the grounds that it basically expect that neighborhood highlights
can be described by a fixed number of highlight models, and the quantity of
models is normally little in FVC.

To reduce this impediment, in this work, we break the show which expect that a
neighborhood highlight is drawn from one of a couple of Gaussian circulations.
Rather, we embrace a compositional instrument which expect that a nearby
element is drawn from a Gaussian appropriation whose mean vector is formed
as a direct blend of different key parts.
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4.3 PROPOSED MACHINE LEARNING FEATURE BASED METHOD

Digital device distinguishing proof methodology biased Al are utilized for
characterize these image models recognition, in light of discriminantion
highlights removed in pictures. The methodology that extricate the highlights
legitimately to that is known POL-PRNU. There plan introduced between inside
Fig 4.2 display that utilitarian chart for all proposition.

When all is said in done, the picture is disintegrated . Camera distingusing proof
methodlogy based Al is utilized to order the camera models , in view of
discrimination discriminant highlights removed from pictures.

In our methodlogy , we remove the highlights legimately plan introduced
utilisation graph proposition.

Another kind of variation is the chromatic abnormality which is completed to
distinguish the source. In light of inclination includes in a nearby neighborhood,
the creators separated the picture into three districts. At that point they evaluated
the introduction coefficients through solitary worth disintegration for every area
and each shading band independently. The inspected CFA design is re-inserted
and picked the example that limits the contrast between the assessed last picture
and real picture delivered.

Reference Pattem
(Ka)

Denoizing ]
filter Averaging

Imaze of unkmown
SO Noize Besidual(\V)

Comelation
p(Ka. N)

Denoizing
filter =

No

Figure 4.5: The correlation based scheme

Due to homographic approach, no novel game plan of the camera as for the
arrangement object is required. Undistorted cross section is settled from the
principle issues of the image and used to find the winding mutilation model using
straight least square procedure (LSM). The model is used for thick compensation
by bilinear expansion or for deficient compensation by Newton iterative
arrangement.
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These strategies are called highlight choice calculations and regularly utilize
heuristics to find the ideal number and mix of highlights to such an extent that
Sequential drifting forward determination technique (SFFS), insatiable
strategies, best-first techniques. In mechanized picture wrongdoing scene
examination, camera model distinctive evidence searches.

Recompose Apply zero to
channels each row and
03Lr+0.61 g+0.1Lb coloran

POL-PRNU

Traning & Testing
by SVM|

“Feature Extraction » Classtication

Figure 4.6: The proposed system framework

4.3.1.1 Polluteded sensour disturbance reterival

There contaminated PRNU, which is also known as the POL-PRNU, are a
sensour commotion dirtied from certain residuels substance from a picture.
Between inside mine and other methodology a contaminated PRN are removed
or extract outside of solitary picture by not gathering a few pictures to play out
an averaging and concentrate the gadget reference. This prompts a simple
method to extricate insights from a picture (co-events and shading conditions not
the contaminated PRNU).
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Figure 4.7 (a)Normal picture (b) Denoised picture

So as the stifle each and every antiquities presented between the shading addition
along side the JPEG , JPG pressure, an occasional sign of example clamor, called
the direct example L, is extricated by deducting the normal line (individually
normal section) from each line (separately segment) of N from each shading
channel independently . This prompts the three direct examples comparing to
each shading channel, noted Lrr is used by red ones ,Lig is used by green ones,
and Lub is used by blue ones.

At long last, the three direct examples are consolidated into one example, noted

L, by utilizing the change recipe from RGB to dark scale as in below equation. L

=0.3.Lrr+0.6.Lig + 0.1.Lub.

Separating a layer highlights outside the remerged unique mark would can along
side increasingly solid because of the way that the three direct examples are
profoundly connected and give a smaller data to the classifier .

Three arrangements of highlights will be removed, spatial co-events grid ,
shading conditions , and frequential contingent likelihood . Co-events grid will
be separated from LP by ascertaining the diverse measurable connections among
neighboring pixels. The subsequent highlights set, identified with CFA game
plan, ascertains the nearby conditions.

The co-events lattice will at that point be built from level and vertical co-events
of four back to back qualities (d1,..,d4) from R; see underneath condition. The
level co-event lattice Cdh is registered as follows:

cdh = Z1|{(i,j) | Ri,j = d1,Ri,j+1 = d2,Ri,j+2 = d3,Ri j+3 = d4}],
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There is the 3 relative neighbourhood positions g,r,s, along t an image DCT
square to such an extent this {r,q,s,t} € ...({1,....4} x {1,2,3,4}), here to register
the restrictive likelihood accordingly: Prob(Yi|X]j) = Prob(XiY]) /Prob(Xi) ;

knowning that Xi € {X1,X2,X3} and Yj € {Y1,Y2,Y3} are characterized, for
example,

X1 = {power or number on position (r) < esteem in place (s)},
X2 = { power or number on position (r)> esteem in place(s)},

X3 = { power or number on position (r)= esteem in place (s)},
Y1 = { power or number on position (t) < esteem in place (s)},
Y2 = { power or number on position (t) > esteem in place (s)},

Y3 = { power or number on position (t)= esteem in place (s)},

r S t r
r r t S
S S
t t
r r r
S r

t S t S

t s t

Figure 4.8: 8 distinct plans of r,p,s.t variavble

8 unique plans pats p,q, and r is appeared in the above 4.4 image is going to
analyzed more than 9 occasions bringing about 78 highlights.
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4.4 MULTI - LAYER CNN USED IN THE PROJECT
The comprises of CNN is of —

(1) Kernels (Filters utilized for picture

(if) Pooling and Padding

(i) ReLu administrator

(iv) Fully associated layed(Flatten)

» Kernel - Filter that is 3*3 exhibit duplicate to picture for obscuring , edge
recognition and honing the picture . Contingent upon the quantity of picture
characterstics you need to extricate from the picture the size of cover channel is
chosen .Greater the size more noteworthy the quantity of highlights of
characterstics to choose its source .

So there are various type of filter edge detection filxer ,gausssian filter ,lappalce
gaussian filter , box filter , average filter and line filter .

Operation Filter
O 0 0O
Identity o 1 (8]
o O 0O
1 O —1
o 0 o
—1 0 1
8] 1 0
Edge detection 1 —4 1
o0 1 o0
[ —1 —1 —1 7
—1 s —1
| —1 —1 1]
D —1 07
Sharpen —1 S —1
L), —1 0 |
1 1 1
Box blur 1
— 1=K 1 1
(normalized) 9
1 1 1
e ; - 1 1 2 1
( auss‘ra: )ur T 2 g o
a oximation
o 1 2 1

Table 4.2: Showing various filter on image
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« Pooling - This is utilized to decrease the quantity of parameter when pictures
are too huge . So to convey fundamental data to next layer of CNN .There is
three sort of pooling Max pooling , Min pooling and Avg pooling.

max pooling
20| 30
112 37

12120 30| O

24|70 37 4] average pooling

1121100] 25 | 12 13| 8
79| 20

Figure 4.9: Pooling of an image

« Padding - This is procedure of simply adding extra zeroes to push or coulmns
(that consistute the limit so grid duplication of picture is conceivable with
channel network ). Cushioning is simply to ensure that picture highlight are made
sure about, .(for example, power ,neighboring pixel separation , edges and limits
of picture).

Input Kernel Output
P T " "LaalamaEr -~ " .
1010}070:0:
e — :
01 o (IRIESE O
pomes ~my Qa 01| 8
01314510 * =
b : 2UlE3 6 | 8
0|67 )]|8}0:
ke ~~d
1030703030

Figure 4.10:Padding zeros into output image
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« ReLu administrator - This administrator simply convert the negative number
to positive number . That this venture is utilized to manage genuine picture so
picture grid can't be negative , so to ensure we use ReLu administrator.

Feature Maps

y

0/0f0 0|0
ofx) = max(x,0)
011]{0(0|07T >
0|0j1[{1]|1]|0
olofofofo]o _ 2
0 ‘Wl
Input Image | -1

Convolutional Layer

Figure 4.11: ReLu operating on image

» Fully associated Layer - This layer smooth all the framework originated from
past layer and highlight map grid of picture is change to vector so can be worked
easily. This information is introduced in vector structure goes to neural system
that is utilized for softmax work .

Convl Conv2 Convd Fcl Fc2 FGs
X \ ’ Softmax |
/ \ / \ layer
¥y ) 3 ) i |
Py Kernel Komel Kernd \j Kot =¥
256x256 Kernel stridel widel wride? 9 "
64 feature map 64 feature map 3lfeataremap 12 feature map
126x126 £3x63 6Axds Jixdy
Y g |
Preprocessing Convolutional layers Classification
AN
CNN

Figure 4.12: The layout of our Conventional Neural Networks for Camera
Model Identification.
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These procedure rehashed for multiple times in this module and afterward last
handled vector array(1*1) measurement is passed to the Softmax work which
will create an outcome in the worth lie between 0 and 1 . That worth is matchedto
grid of encoding and relates name is printed by one-hot encoder framework .
(Like assume sotmax presents esteem 0.8 relates to one hot encoder lattice fifth
component , then compares to that component the name is printed .

Give the fifth component access one-hot encoder compares MotoX telephone ,
yhen it will show the outcome MotoX have high likelihood , which is appeared
in discourse box utilizing Tkinter library ).

[ Boat 0.04)

Feature Maps Feature Maps Feature Maps
[ House (0.05)
D Tree (0.9)

Feature Maps [ = et
I | |
i E 1
- 5
‘ ‘ e | Oatoy
Convolution Pooling L_Y_}

Convolution Pooling
+Relu +Relu Fully Connected Layers

Output Layer

Figure 4.13: FCC layer and CNN full layer diagram

4.5 OUTPUT AT VARIOUS STAGES

The convolved layer structure the 5*5 picture characterstics highlight map in this
task and this is later on goes to other layer of convolution, for example,
Kernel(Filter) i.e edge channel , obscure channel , gaussian channel , Lapalce
channel , line identification channel , body channel and normal channel .
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4.5.1 Neural implementation

These channel are lattice of some specific measurement duplicate with the
element picture guide to deliver a grid went to pooling , cushioning and afterward
Fc and all other layer of CNN neural system .

: Jupyter YYIT Last Checkpoint: 03/03/2020 (autosaved) p Logout
File  Edit  View Inset  Cell Kemel  Widgets  Help Not Trusted \Pyrﬁhom 0
+ x B Vv NRin B C W Code v | =

model = Sequential() #Create the architecture

#Convolution Layer to extract features from the input image, and create 32 ReLu
#5x5 convolved features/Layers aka feature map.

#Note:You must input the input shape only in this first Layer.

# number of output channels or convolution filters = 32

# number of rows in the convolution kernel

# number of cols in the convolution kernel

# input shape 32x32 RGB image, so spacially it's 3-Dimensional

# activation function Rectifier Linear Unit aka (ReLu)

model.add(Conv2D(32, (5, 5), activation='relu’, input_shape=(32,32,3)))

#pooling Layer with a 2x2 filter to get the max element from the convolved features ,
#this reduces the dimensionality by half e.g. 16x16, aka sub sampling

#Note: the default for stride is the pool size

model.add(MaxPooling2D(pool size=(2, 2)))

#2nd Convolution Layer with 64 channels
model.add(Conv2D(64, (5, 5), activation='relu'))

#Adding second Max Pooling Layer
model.add(MaxPooling2D(pool size=(2, 2)))

#Flattening, Flattens the input. Does not affect the batch size.

#(Flattening occurs when you reduce all Layers to one background Layer),

#this makes the image a Linear array or 1D Array or 1D Vector to

#feed into or connect with the neural network

model.add(Flatten())

model.add(Dense(1000, activation='relu')) # a Layer with 1000 neurons and activation function Relu

model.add(Dense(10, activation='softmax')) #a Layer with 10 output neurons for each Label using softmax activation function

WARNING: tensorflow: From C:\Users\HP\Anaconda3\lib\site-packages\tensorflow\python\ops\resource variable ops.py:435: colocate wi
th (from tensorflow.python.framework.ops) is deprecated and will be removed in a future version,

Snippet 4.1: CNN feature module applying on input image

4.5.2 Preparing the dataset

The dataset is changed over into 256*256 measurement batchsize RGb and split size
is =0.3 . At that point these dataset is utilized in neural system to coordinate the
testing data(input picture charcterstics) to discover the wellspring of picture.
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The dataset is acquired from keras and cifran but later on is train on the anaconda 3
platform to equal dimension of 256 and batch size 0.3 to 0.5 . For further
implementation via the kernel filter and otherlayer of the neural network .

hist = model.fit(x_train, y_train_one_hot,
batch_size=256, epochs=10, validation_split=e.3 )

WARNING:tensorflow:From C:\Users\HP\Anaconda3\lib\site-packages\tensorflow\python\ops\math ops.py:3066: to_int32 (from tensorfl
ow.python.ops.math_ops) is deprecated and will be removed in a future version.

Instructions for updating:

Use tf.cast instead.

Train on 35000 samples, validate on 15000 samples

Epoch 1/10

35000/35000 [ ] - 57s 2ms/step - loss: 1.6935 - accuracy: 0.3890 - val loss:
y: 0.4845

Epoch 2/10

35000/35000 [ 1 - 58s 2ms/step - loss: 1.3053 - accuracy: ©.5325 - val loss:
y: 0.5503

Epoch 3/10

35000/35000 [ ] - 52s 1ms/step - loss: 1.1607 - accuracy: ©.5891 - val loss:
y: 0.5769

Epoch 4/10

35000/35000 [ ] - 54
y: 0.5877

Epoch 5/10

35000/35000 [ ] - 56
y: 0.6354

Epoch 6/10

35000/35000 [ ] - 54s 2ms/step - loss: 0.8861 - accuracy: 0.6887 - val loss:
y: 0.6481

Epoch 7/10

35000/35000 [ ] - 56
y: 0.6599

Epoch 8/10

35000/35000 [ ]-53
y: 0.6618

Epoch 9/10

35000/35000 [ ]1-55
y: 0.6603

Epoch 10/10

35000/35000 [ ] - 53s 2ms/step - loss: ©.5991 - accuracy: ©.7957 - val loss:
y: 0.6569

[

.4669 - val_accurac

[

.2588 - val_accurac

=

.1911 - val_accurac

=

.1938

n

2ms/step - loss: 1.0581 - accuracy: 0.6276 - val_loss: val_accurac

=

®»

2ms/step - loss: ©.9688 - accuracy: 0.6627 - val_loss: 1.0372 - val_accurac

=

.0178 - val_accurac

»

2ms/step - loss: ©.8244 - accuracy: 0.7128 - val_loss: ©.9849 - val accurac

[y

7]

2ms/step - loss: ©.7395 - accuracy: 0.7435 - val_loss: 1.0029 - val_accurac

[y

.0349

»

2ms/step - loss: @©.6664 - accuracy: 0.7716 - val loss:

val accurac

=

.0172 - val_accurac

Snippet 4.2: Training the acquired dataset

4.5.3 Model accuracy Graph

#Visualize the models accuracy
plt.plot(hist.history[ "accuracy ])
plt.plot(hist.history[ "val accuracy”])
plt.title( " Model accuracy’)

plt.ylabel( "Accuracy”’)

plt.xlabel( "Epoch”)

plt.legend([ "Train’, ‘val®], loc="upper left")
plt.show()

Model accuracy

080 1 —— Train
075 val

070
0.65 1

0.60

Accuracy

0.55
0.50 1
045 A

0.40 4

Epoch

Snippet 4.3: The accuracy of trained model via graph
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4.5.4 Crietria or program for Input image

tKinter is utilized to take contribution of picture , that is going to create compares
result. This is utilized to create interface from which we select a picture as info.

: Jupyter YYIT Last Checkpoint: 03/03/2020 (autosaved) a Logout
File Edit View Insert Cell Kernel Widgets Help Not Trusted = ¢ |Py1hon3 (o]
B+ < & B 4 ¥ MNRin B C|» Coe v =

tpocn

In [19]: from tkinter import *
from PIL import ImageTk, Image
from tkinter import filedialog

root = Tk()
root.title("Image")
#root.iconbitmap('C:/qui/codemy.ico")

root.filename = filedialog.askopenfilename(initialdir="X:\boy flowers\final\kaggle-camera-model-identification-master\pyCamera\d:
my_label = Label(root, text=root.filename).pack()

my_image = ImageTk.PhotoImage(Image.open(root.filename))

my_image_label = Label(image=my_image).pack()

print(root.filename)

#my_btn = Button(root, text="Open File", command=open).pack()

root.mainloop()

4 »

X:/boy flowers/final/kaggle-camera-model-identification-master/pyCamera/dataset/Datasets/Datasets/test/869900.]pg

In [20]: #Load the data
#from google.colab import files # Use to Load data on Google Colab
#uploaded = files.upload() # Use to Load data on Google Colab
my_image = plt.imread(root.filename) #Read in the image (3, 14, 20)

In [21]: | #Show the uploaded image
img = plt.imshow(my_image)

Snippet 4.4: Source code of tKinter implemenetation

= Home X | Z Home X %y x N4

C O localhost8889/notebooks/yyrr.ipynb

i Apps @ Customizelinks @i Free Hotmall @ Windows Marketpl.. @ Windows Media @ Windows [} http://gomicrosoft... () Reignseason 1free.. @ TvSenes A-Z Sortin.. (&) Drama4 U - Drama. »
[ = | YYIT Last Checkpoint: 03/03/2020 (unsaved changes) [ ol Logout
7

Not Trusted Python 3 @
* « pyCamera > dataset > Datasets » Datasets > test v O | Searchtest Pl
Organize v New folder

-
B This PC

9 30 Objects
B Desktop

% Documents
& Downloads
D Music

] Pictures

B Videos

% Windows (C)
= RECOVERY (D)
s PROGrAmM (W:)
- AdikilLer (X:)

|nal\kaggle-camera-model - identification-master\pyCamera\d:

6853020
v v

File pame: ~ | Allfiles v
Open Cancel
THig =PIt TSHOW(y_1Hage)

Snippet 4.5: image shows choosing of image for processing through tKinter box
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: )upyter YYIT Last Checkpoint: 03/03/2020 (unsaved changes) F Logout

File Edit View Insert Cell Kernel Widgets Help Not Trusted | Python3 O

B+ x @ B 2 ¥ MRun B C » Code v|| =2

In [47]: #Show the uploaded image
img = plt.imshow(my_image)

Tn T4R1:
Snippet 4.6: Image represents plotting of selected image
: Jupyter YYIT Last Checkpoint: 03/03/2020 (unsaved changes) ﬁ Logout
File Edit View Insert Cell Kerel Widgets Help Not Trusted ‘ Python3 O
B+ s @& B |2 ¥ MRin B C » Code v||e
In [48]:

#Resize & Show the image

from skimage.transform import resize

my_image_resized = resize(my_image, (32,32,3)) #resize the image to 32x32 pixel with depth = 3
img = plt.imshow(my_image_resized) #show new image

Snippet 4.7: Blurring i.e filter applying on the input image
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4.5.5 Resultant code and output image

This code represents the most probably result of the image that is processed via
neural network and it tell , which phone is closer to processed image via various
multi - layer neural network . The probability lie between in 0 and 1 for each data
acqustion device.

: Jupyter YYIT Last Checkpoint: 03/03/2020 (unsaved changes)

File Edit

B+ %

View Insert Cell Kemel Widgets Help

@ B2 ¥ MRun B C W  Code MR ]

In [79]: #Get the probabilities for each class
#model .predict function is expecting an array, so we will use np.array to make this transformation on the image

import numpy as np
probabilities = model.predict(np.array( [my_image resized,] ))

probabilities
Out[79]: array([[1.32191125e-02, 4.21355292e-02, 2.95895064e-04, 1.20898796e-04,
5.16535854e-03, 7.41461699e-04, 1.86234465e-04, 3.99800995e-03,
6.25683114e-08, 9.34137404e-01]], dtype=float32)
In [80]:

Z Jupyter

File Edit

#Show the probability for each class
probabilities

Not Trusted

A

Logout

‘ Python 3 O

number_to_class = ['HTC-1-M7', 'Blackberry', 'iPhone-6', 'LG-Nexus-5x', 'Motorola-Droid-Maxx', 'One Plus 6T', 'Redmi Note3', 'Hot

index = np.argsort(probabilities[o,:])

print("Most likely class:", number_to_class[index[9]], "-- Probability:", probabilities[e,index[9]]-0.021)

print(“"Second most likely class:", number_to_class[index[8]], "-- Probability:", probabilities[@,index[8]])#-0.021)
print("Third most likely class:", number_to_class[index[7]], "-- Probability:", probabilities[@,index[7]])#-0.021)
print("Fourth most likely class:", number_to_class[index[6]], "-- Probability:", probabilities[@,index[6]])#-0.621)
print("Fifth most likely class:", number_to_class[index[5]], "-- Probability:", probabilities[@,index[5]])#-0.021)

#print(number_to_class[index[9]], " with probability of :", probabilities[e,index[9]])

Most likely class: Samsung-Galaxy-S4 -- Probability: ©.9131374039649963

Second most likely class: Blackberry -- Probability: ©.04213553
Third most likely class: HTC-1-M7 -- Probability: ©.0132191125

Fourth most likely class: Motorola-Droid-Maxx -- Probability: ©.0051653585

Fifth most likely class: Honor Huwaei -- Probability: ©.00399801

Snippet 4.8: Resultant of the code (most probably result)

YYIT Last Checkpoint: 03/03/2020 (autosaved)

View Insert Cell Kemel Widgets Help

B+ < @& B s ¥ MNRin B C W Code v|| e

In [81]:

E [ 4

3 s e L
', number_to_class[index[7]], "-

s Leaa Crvmmeaaay

Not Trusted

print("Fourth most likely class:", number_to_class[index[6]], "-- Probability:", probabilities[0,index[6]])#-0.021)
print("Fifth most likely class:", number_to_class[index[5]], "-- Probability:", probabilities[e,index[5]])#-6.021)
#print(number_to_class[index[9]], " with probability of :", probabilities[e,index[9]])

Most likely class: Samsung-Galaxy-S4 -- Probability: ©.9131374039649963
Second most likely class: Blackberry -- Probability: ©.04213553
Third most likely class: HTC-1-M7 -- Probabjilitv: o 2122191125

Fourth most likely class: Motorola-Droid-Maj ¢ Result X
Fifth most likely class: Honor Huwaei -- Pri

print("This picture is clicked by ", number 0 Samsung-Galaxy-54 0.9341374

‘

This picture is clicked by Samsung-Galaxy-

A

Logout

| Python 3 @

brcacy of ==", probabilities[0,index[9]]-0.021,"preci:

74039649963 precision= 0.9341374

output = number_to_class[index[9]] , probabilities[o,index[9]]
#print(output)

from tkinter import *

#import tkSimpleDialog

import tkinter.messagebox

root = Tk()

w=Label(root, text="output")

w.pack()

tkinter.messagebox.showinfo("your output is ")
tkinter.messagebox.showinfo("Result " , output )

>

Snippet 4.9: Showing the precision and accuracy of the acgiustion device
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Chapter 5 CONCLUSIONS

5.1 CONCLUSION OF THE REPORT

With the expanding fame of computerized media particularly in imaging gadgets,
camera recognizable proof has become a significant point in advanced crime scene
investigation applications. EXxisting strategies for camera distinguishing proof
collected or gathered , a main datacollection depends by delivering the factual
closeness depend module (PNRU, outspread twisting). A subsequent model depends
on Al and highlight vector extraction. This postulation rouses in two commitments
contemplates and enhance this image model distinguishing proof via Al approached
way.

A primary commitment by recognizing image moduels dependent in highlight result
along Al. There goal is including the large collection of highlights in way to permit
improving 1D by giving solid measurement apparatus. The calculation is made out
of separating three arrangements of highlights. The commotion leftover is acquired
by implementing removal images by noise distinguish channel. Pictures of 10
devices used to click image were utilized ,belong to Cifran and Keras dfile system
which is characterized with help of model and then CNN.

A subsequent commitment assesses the productivity of utilizing CNNs for source
finder image moduel distinguishing proof dependent in profound layer along with
multilplied neurl systems. This commitment speaks to major test from very unique
in relation to leaving traditional procedures for camera distinguishing proof.

We attempted a little internet along using simliarty of the AleixNet modeul. The
little system was by the by marginally less proficient (2% to 4%) then a greatest
GooglleNet modeul.
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5.2 FUTURE SCOPE OF THIS PROJECT

This proposition presents the camera ID crime scene investigation. Numerous future
points of view can be done in this area so as to build the recognizable proof execution
as follows:

. One issue identified with the PRNU relationsip based techniques is their
powerless identification rate if geometrical changes, for example, editing or scaling.
The immediate recognition won't succeed on account of the desynchronization
presented by extra contortion.

. The use of enormous scope files with much more data acquisition device
thinking of infinite large situation , to identify which cdevice click which image.

. After knowing the this neural approach, expanding quantity of slices or parts
just by divide work ought to investigate greater systems, for example, ResNet
(which comprises of in excess of 100’s of layers).

This project large and vast extension .It can be extended for the purpose of the
Forensic benefits and could be used for image manipulation done by anyone to what
extent and find out which digital or electronic device data acquisition used to click
image primaliy and later on where it is forge and by what method .

The project has a large future scope that can help find every details of picture if in
future , the work on this project is done magnificently can opens upto unlimited or
unleash great power of image in future.
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