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Abstract 

Fake news is fairly an old phenomenon but today while the whole world is suffering from a 

pandemic it still constitutes of a huge part of our lives from news of bioweapon conspiracy to 

relation of the coronavirus to a technology like 5G. Though the concept is old but it gained 

friction only after the U.S.A. Presidential elections of 2016 as it can be seen in Fig. 1 where the 

amount of fake news fed to the public skyrocketed in the months of November essentially 

before the date of elections. After this particular instance the use of fake news is severely on 

rise around the world to gain political advantage over the opposition parties to win elections. 

This practice is in direct contrast of the right of information of the people of any democratic 

country in the world and is also degrading the fourth pillar of democracy which is the media 

whose main purpose is to provide correct information to the people. But the biggest difficulty 

is how to define a fake news because it sometimes can be just used as satire, sometimes be a 

made up news and sometimes be just a propaganda put up by the government. The consumption 

of the news through online platforms is growing by the day and it is quite difficult to identify a 

reliable source so this makes it quite important to use the power of computer to deal with this 

problem which is in its own right a pandemic which is essential to be dealt with. 
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Chapter 1: Introduction 

 

Introduction: 

News is basically some kind of information which is backed up by some facts and data about 

a current event not a self-made intentional and sometimes unintentional story. This self-made 

story of any sorts to gain political power or financial prowess or sometimes just a satire is 

known as a fake news. Though the above statement is quite unclear but it provides a basic 

understanding of what it really means. 

 
Identifying fake news is gaining a lot of attention in the community and many people are 

working towards it like many news channels and websites are running fact checking, there are 

also individual fact checking firms which are helping social media companies with fact 

checking and the data science community is also gaining interest in the field and trying to use 

their expertise to tackle this problem. As we noticed in the fig. 1 the amount of fake news 

circulated was the highest in the month of November of 2016 since then that graph has seized 

to come down to the previous levels. At its height the top twenty fake news in 2016 were almost 

shared and liked on Facebook for at least 8 million times in the USA. This triggered the 

circumstances for the widespread use of the word fake news all around the world. 

 
The main reason in this exponential rise in the fake news is the increase in the no. of users of 

the internet and due to that the increased number of users on the social media platforms. This 

is a problem for the whole world but it is bigger problem for developing and under developed 

countries where though the number of internet users are increasing majority of them are 

uneducated and are unable to understand the difference between what is wrong and what is 

right. Due to this increase in the usage of internet people are also producing fake news at a 

faster rate because first it is easier to publish and second it is way cheaper than other platforms. 

In a survey, it was found that almost 45 percent of the world has access to internet and only in 

India it is almost 31 percent i.e. approximately 300 million people. 

 
Social media provides one of the most favorable platforms for the spread of fake news almost 

similar to that of fire. Some of the main reasons are the capability of internet to almost end the 

distance between the people and provide them with a very easy way to share, like and also 

motivate other people to join and participate on various different discussions on these topics 
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which are essentially fake. 

There are seven different types of fake news which are: where the news body is different from 

the title which is also known as clickbait, sometimes correct news content is spread with 

incorrect context, correct information is intentionally made incorrect, sometimes it’s just for 

satirical purpose i.e. no negative intentions, using the information totally in wrong sense to 

change perspective of a person on an issue, sometimes the original content is copied from an 

authentic news source and content that is totally false and made up from the ground. 

 
Just like a fire need essentially three things to burn: O2, heat and something that burns i.e. fuel. 

Likewise, for the success of fake news it depends on three things and in absence of any of the 

three it is not able to hit its aspired target. 

 

 
 

The first essential part is tools i.e. the people which is quite easy to find, they can be either paid 

or can be the followers of someone and services are also easily available online. The second 

part is the social media which in this age of internet is readily available to most of the 

population and it is fairly easy to put up a fake news or some propaganda on these platforms 

where they can be easily circulated. The last part is the motivation behind the spreading of the 

fake news i.e. “why?” it was done at first place. 

 
After the USA presidential elections were conducted there were many survey conducted on the 

influence of social media on people and amount of news people consume on social media 

platforms. Some similar kind of survey were conducted by the Pew Research Center and one 

of the questions asked in the survey was “What was the main source of news about the 2016 
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USA Presidential elections?” and we can see the result in fig. 3 where almost 14 percent of 

people in the United States of America got there news form social media platforms like Reddit, 

Instagram, Twitter, Facebook etc. and almost 15 percent got them from other online service 

like news blogs and other websites which adds up to 30 percent of the US population getting 

there news from some kind of online platform where the amount of fake news is highest than 

the other traditional sources of news like television, print media or the radio. 

 
 

 

 

One of the other survey question was “How often the people get there news from any social 

media platform?” And the result can be seen in fig. 4 where 62 percent of people get there 

daily news from any social media platform which is 6 in every 10 Americans get there news 

on social media and other figure here is that 18 percent of people do this often i.e. they most 

often get there daily news form online social media platforms. But, the main problem starts 

after this where the people who believe what they see is the truth often share these fake news 

articles with their friends and families and since the people receiving tend to trust the person 

sharing them often starts believing that the news they shared is the truth. This above mentioned 

situation is also called echo chamber effect where the effect of the fake news shared on social 

media is often intensified due to the people sharing and amount of engagement i.e. likes, 

comments etc. the news gets due to which people tend to believe that the news shared with 

them is correct and the source of news is also correct. But, sometimes human psychology also 

plays a role in believing that news is correct because most often the fake news is related to 

something that often confirms our apprehension, since as a species we are always looking out 

for potential danger for our survival. There was a research done where in a room of people 

everyone was smiling and only one person was frowning and one person had to choose the 



4 
 

person who was frowning out of all the people and most often they were able to choose the 

correct option which shows how humans are able to sense impending danger to their survival, 

this experiment is called face in the crowd experiment. 

 
 

 

In fig. 5, it is shown from which platform most often the two different news websites i.e. fake 

and real are accessed from, in this figure 690 real USA news websites and 65 websites with 

fake news were used as the dataset and it easily be seen that the fake news websites were 

accessed most often by any social media platform and the real news websites were directly 

accessed by the person on a browser. 
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Another, very important figure can be seen below from where it can be deduced that how there 

is a sudden increase in the engagement, which is basically any reaction, comment etc. to a post 

on Facebook, of the top news related to elections in the year 2016 which were conducted in 

November. Nearly, 9 million people either liked, commented or shared any piece of fake news 

which could have also came in contact with other people. These kind of strategies are 

intensively used now a days in many countries taking inspiration from the USA 2016 

presidential elections to come in power. Even in India due to intensive use of social media 

especially WhatsApp in the 2019 lok Sabha elations they were famously called “India’s first 

WhatsApp elections”. People can easily be pursued using social media and it is more frequent 

in countries like India, Brazil where vast amount of population is not properly educated but 

developed countries like United Kingdom and Australia were not immune to this and similar 

trend were seen in these countries as well during the time of elections. And countries like China 

are using fake news as a way to lie to their citizens and showing themselves in good light to 

brainwash them in believing something which is not true about their government. This is 

emerging as really big problem around the world as fake news is used as a weapon against the 

citizens of different country which is in direct contrast of their one of the most important right 

i.e. the right to information and people are also getting very confused what and what not to 

believe. According to a survey fake news has left about 64 percent of Americans disoriented 

about the most simple of the facts and 60 percent are not able to differentiate between which 

news is fake news and which is a real news. 
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Fake news and Coronavirus 

Fig. 7 shows a study conducted by the University of Michigan between January and April 2020 

which shows the number of exposed fake news which were in circulation in India and it can be 

seen sudden increase in the months of March where the Covid-19 started showing presence in 

India. Especially after the announcement of Janta Curfew by the Prime Minister of India the 

rise in exposed fake news just exploded rising from just two on the twentieth of January to fifty 

three in the last week of March. But this figure only show the news which were exposed but 

doesn’t show all the fake news in circulation which was not found out by any of the firms 

which are working on debunking fake news from social media platforms especially WhatsApp 

and Facebook and which have affected lives of so many people. 

 
 

 

 
 

Though, the whole world is suffering from a pandemic like Covid-19 the amount of fake news 

in circulation has just become a part of our life from news of bioweapon conspiracy 

surrounding the pandemic to even drawing relation between a diseases to a technology like 5G 

and even spreading fake news relating to a person 

 
The fake news spreading in the community through different social media platforms was 

divided into seven different categories related to the Covid-19 which were related to a 

referencing a certain religion, related to preventions and vaccine related fake news, related to 
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environment, related to casualty and the number of people suffering, related to shortages of 

products to increase the sales i.e. panic buying, related to the any announcements made by the 

government and also referring different political parties, police etc. and the last was faking of 

numbers related to Covid-19 like number of cases in different areas or number of death in either 

The whole country or relating to some particular area. 

 
It can be seen in fig.8 that largest number of fake news were related to either the government 

or related to any culture. Numbers related to finding of a cure, remedy that can be used, also 

the preventions relating to Covid-19 and news related to number of deaths were also distributed 

online in a significant number. 

 
 

 

 
 

Fig. 9 show different types of fake news distributed in the first few months of the year 2020 to 

first week of April where the number of Covid-19 cases were increasing and incident relating 

to a certain culture background took place. This data is till the twelfth of the month of April. It 

can be seen that till the starting of the month of March there were no significant of fake news 

is circulation relating to the Covid-19 but as soon the number starting to grow a little in our 

country i.e. the starting of March to when the janta curfew was announced it can be sent that 

fake news relating to government grew drastically which included doctored information 

relating to government orders and it can be seen that in the last week of march when the incident 

in Nizamuddin markaz, Delhi took place there was a shear rise in numbers relation to culture 

from 15 in the previous week to 33 in the first week of April. 
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Below figure is showing different word clouds which expand through a whole month and it 

can be seen that how the usage of words to explain different time periods changed with 

changing circumstances. Between he first period i.e. between 14 and 23 march when the janta 

curfew and the lockdown were announces most significant words include of lockdown, police, 

testing, janta-curfew, airport etc. But as we move toward the next period i.e. between 24 March 

and 2 April at the starting of this period the lockdown had just started and at the end 

Nizamuddin markaz, Delhi incident happened some of the most significant words were Doctor, 

hospital, Muslim, Religion etc.. And the last period where the Nizamuddin markaz, Delhi 

incident had caught significant amount of attention the words most used were Muslim, religion, 

spitting, and police etc. This type of data shows how the wrong information is spread across 

the country according to the events taking place around all of us to spread fear, hatred and 

sometime just for a person personal, political or financial gain. 
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The below figure shows how many of the doctored news were created from either ground up 

i.e. totally new or how many were changed from some original content which was already 

present. It is no brainer that most of the new news made were related to either prevention and 

treatment or some statistics that were made up. Most of the other were mostly changed from 

some other content which was already present or it was right in the middle like for government 

related fake news there are approximately equal number of case on both the side. 

 

 

 

One of the most important role in spreading misinformation is played by the public figure who 

have influence over large number of people and people often tend to believe what they say. 

Not always they want to spread misinformation sometimes it can be unintentional i.e. they got 

a fact wrong or got a wrong news but most often it is intentional. Examples in fig. 12. Where  

it can be seen the tweets they have done have quite a number of retweets and also likes which 

means more people have been exposed to some kind of fake news. 

 
Another significant role is played by the media either through print media, digital media or 

online news articles. Also, the misinformation through the means of media travels quite fast 

due to the number of people watching the news. Due to the lockdown the viewership might 

only have had increased so the influence of media over the citizen of country is quite big that 

is why the media is often known as the forth pillar of the democracy. But, nowadays the media 

houses not quite often state the facts and data which is coming around rather they want to 

sensationalism in their news to either increase the viewership or trying to influence people 

views toward certain event staking place around us. So, only the citizens must learn to 

differentiate between right and wrong or they should often try to verify the news that are being 

spread by the media. 
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History 

Sensational things always sold well, in the early rise of the newspapers fake news was used to 

increase the flow of their newspapers. In the year 1835, a famous US based newspaper used a 

hoax in which it claimed that the moon has life to increase the circulation of their newspaper 

and made them one of the top selling newspaper. This shows that fake news has been used 

almost in our whole history to gain upper hand somewhere. 

 
There are several other examples where misinformation was used like during Second World 

War to produce anti-Jew feeling in the mind of Germans. During the Lisbon earthquake of 

eighteenth century fake news was used by the Catholic Church to induce fake explanation for 

the earthquake to induce religious sentiments in citizen’s minds. In the nineteenth century fake 

news was used to produce negative sentiments against the African-American by publishing 

about different crimes they didn’t even commit. 

 
 

Fig. 14. Fake cover page of a magazine 

 
 

But the present day misinformation is quite different from the misinformation produced in the 

past because in the past it was more about the sensational them to increase the number of 

newspaper selling but now though the sensationalism is present but the news is more often used 

to spread propaganda and fake news to induce in the mind of people the news which is not true 

about certain events. News is being used as a weapon against the people and they a constantly 

being fed wrong information. 
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Fake news and India 
 

 

 
 

Fig. 15. % of users who believe that content they see is fake on social media 

 
 

The above figure shows a very significant finding that in India 55 percent people think that the 

news article they see online or on social media are fake. This figure is quite huge if we consider 

this generally, it shows how big a menace fake news has become. 

 
One of the biggest problem India is facing right now is dealing with the fake news in 

circulation. Fake news unfurl through internet based life inside the nation has become a 

noteworthy drawback, with its capability prompting horde viciousness, similar to the situation 

where at least twenty people were slaughtered in 2018 because of bogus data being coursed via 

web-based networking media. 

 
Rasmus Kleis Nielsen, chief at Reuters Institute for the Study of Journalism, believes that "the 

issues of disinformation in a general public like India may be more advanced and more testing 

than they are in the West". The harm caused because of phony news via web-based networking 

media has expanded because of increment in number of web clients from 137 million of every 

2012 to more than 600 million out of 2019. In India there are 230 million WhatsApp clients, 
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and thus one of the primary stages on which counterfeit news is spread. One of the principle 

issues is of beneficiaries thinking anything sent to them over web-based social networking 

because of absence of mindfulness. Different activities and practices have been begun and 

embraced to control the spread and effect of phony news. 

 
Fake news was very pervasive during the 2019 Indian general political decision. Misleading 

data was predominant at all degrees of society all through the development to the political 

decision. The races were called by some as "India's first WhatsApp election", with WhatsApp 

being utilized by numerous individuals as an apparatus of purposeful publicity. As VICE and 

AltNews expresses, "parties have weaponized the stages" and "deception was weaponized" 

individually. 

 
False and tricky news identified with Kashmir is broadly frequent.There have been different 

examples of pictures from the Syrian and the Iraqi common wars being made look like from 

the Kashmir struggle with the aim of energizing distress. 

 
Dealing with fake news in India 

 
 

● Internet shutdowns are regularly utilized by the legislature as an approach to control 

internet based life bits of gossip from spreading. 

 
● Ideas like connecting Aadhaar to online life accounts has been prescribed to the Supreme 

Court of India by the Attorney General. 

 
● In India, Facebook has collaborated with certainty checking sites like BoomLive. 

 
 

● Following more than thirty killings connected to gossipy tidbits spread over WhatsApp, 

WhatsApp acquainted various measures with control the spread of deception which included 

restricting the quantity of individuals a message could be sent to just as presenting a tip-line 

among different estimates, for example, suspending records and sending quit it letters. 

 
● Fact-checking in India has become a business, rejecting the formation of truth checking 

sites, for example, Alt News, BOOM, Factly and SMHoaxSlayer. 
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● Indian service of data and broadcasting intends to set up a FACT checking module to 

counter the dissemination of phony news by ceaseless observing of online news sources and 

openly noticeable web based life posts. Module will take a shot at the four standards of Find, 

Assess, Create and Target (FACT). 

 
Influence of Internet and Social Media 

 
 

Prior to the internet, it totally was much more costly to disperse information, developing trust 

took years, and there have been a great deal of simpler meanings of what realized news and 

media, making guideline or self-guideline easier. But the expansion of online networking has 

reduced a few of the limits that kept imagine news from spreading in majority rule 

governments. Over all it’s permitted anybody to frame and plug information, especially 

individuals who have confirm generally skilled at "gaming" how interpersonal organizations 

work. Facebook and Twitter permitted people to trade data on a far bigger scope than at any 

other time, though distribution stages like WordPress, Wix.com permitted anybody to make a 

powerful site effortlessly. So, the boundaries to "making fake news" have been fixed. 
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1.2 Problem Statement 

 
 

Every coin has two faces i.e. either heads or tails and the news on platforms like social media 

fall right under this category because though it has its boon but it is also full of bane. On one 

side it is really easy for people to access news on social media platforms because of the increase 

in number of internet subscribers, it is a really cost effective method for putting up news and it 

is really easy for a news to spread due to which people prefer reading news on these platforms 

but the other face of coin is though it makes it really easy to spread real news but it also make 

the spreading of misinformation i.e. the fake news really a lot more easy which often contains 

intended fake knowledge to distort people mind. This intensive use of fake news on social 

media platforms has really bad effect on people and the whole society. Due to these reasons 

the solution for an automatic detection of fake news has been getting a lot of attention from 

different communities especially the data science community and it is turning out to become a 

new area of research. But, the process of detecting fake news online and on social media has 

its own unique problems and poses different challenges in front of the researcher due to which 

the solutions earlier used to find fake news on the old platforms are deemed unusable and 

incapable to solve the problems because it most often uses context for detection of fake news 

which is quite tiresome process for huge number of fake news on the social media, this is the 

main reason for developing new systems to detect fake news. 

 
Misinformation written in any news article often has an intention behind it to delude the person 

who is consuming the news article to change their opinion on some topic or make them trust 

some wrong information, which makes the problem more complex and difficult to detect on 

the basis of what is written in the news article. Other problems which are faced is the different 

number of subjects, different type of method in writing, the platforms on which the news is 

shared and the last is different number of diverse languages used to modify the true news 

article. Most often the misinformation spread across the social media platform is related to 

event happening, or any recent event that has taken place, or the news which are difficult to 

prove if it is fake or not due to lack of present facts and proof backing it up. Therefore it is 

quite important to develop a computerized and automatic system which can assist any human 

being who is using social media for getting their daily news in differentiating which post is 

fake and which is real so that they are not negatively affected by any misinformation which is 

being circulated on any online platform. 
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Therefore an automatic computerized system which is developed for finding out fake news just 

by looking at the linguistic and lexical of the news articles would be a great achievement since 

it will help all the citizens who are using social media for their daily news. It will be able to tell 

a fake news and notify the user when they are reading the article before either they start 

believing it to be true and further share it with their friends. 

 
1.3 Objectives 

 
 

The objective of this project is to be able to find and differentiate between what is real news 

and what is fake news. It is based on different concepts of natural language processing and 

machine learning. The dataset we are working on includes news article, the head line and they 

are classified into whether they are fake news or real news so that we can train are algorithm 

and be able to detect real and fake news. 

 
This system created will be able to detect fake news. It will be efficiently able to guide the user 

who use social media for their news in differentiating between what is real and what is fake 

which will help them make correct opinion and not make a negative opinion about something 

that is made up. 

 
The system which is developed in the process of this project will be logical and will provide 

the flexibility i.e. the user can access it on different platforms like smart phones, PCs. The 

system will be easy to use and will be able to provide correct opinions about a news. 

 

 
 

1.4 Methodology 

 
 

Natural language processing is the more popular technique for problems which consist of 

dealing with linguistics and provides us with great way to deal with the data i.e. to pre-process 

it. This technique is really helpful in the cases of text classification, sentiment analysis etc. 

Therefore we are using this technique hand in hands with different machine learning algorithms 

for the detection of fake news. 
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Feature Extraction 

 
 

When detecting fake news on traditional media platforms its main reliance is on the context in 

the news article and its contexts but in news articles circulating on the social media platforms, 

Meta data i.e. some kind of extra information related to the fake news is used to help the system 

detect misinformation. These different characteristics are being used to help explain the Meta 

or extra info about the news article. Some of these characteristics are: 

 
 Title: This is a short line which summarizes the news content and is used to attract 

people. But sometimes it is not at all related to the content in the present in the news 

body, the term for this is ‘Clickbait’.

 News body: This is the area where the main news content is present i.e. where the 

news is explained in detail. It consists of some crucial allegations i.e. individually in 

highlight and it often mold the frame in which the writer is expressing.

 Author: It is the writer of the news article sometimes this attribute also consists of the 

publisher

 
On the basis of these characteristics, the features can be represented in many ways to draw out 

discerning features of fake articles. Most of the times the news article material we are working 

with is linguistic. 

 
Model Construction: 

 
 

The problem that we are dealing with of fake news detection is a text-classification problem 

which basically means that something can be distributed between different classes example is 

our news articles can be classified between either fake or real, movie reviews can be classified 

between either being positive or being negative. When we write anything most often we use 

similar type of lexicon, linguistics and often possess some kind of pattern which is unique to 

us, so we can use this approach in which we find the most used words in a news article to find 

some kind of motif. One of the earliest steps is to classify the data on the basis of either fake 

or real. Then using this labelling we try to find what lexicons are appearing the most i.e. which 

words have the highest frequency. Then one of the most important step is to provide this data 

to the machine learning algorithms. In the end this gives us a classifier which is basically a 
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piece of code, which can be used to find the accuracy of the classifier by feeding the remaining 

labelled data to this classifier. 

 
Dataset: 

 
 

There are many different ways to gather online news article example news firm’s websites, 

social media platforms and different search-engines. But, the biggest problem we face is 

verifying the news articles i.e. the accuracy of news. Therefore, for this purpose specialized 

person with that particular domain knowledge who will be able to precisely analyze the news 

with the help of proper evidences, facts and various different reports. The most common ways 

to gather news articles which are already labelled are: Websites for particular task of fact 

verifying, People who are working in this field i.e. journalists and platforms like Mturk i.e. 

crowd sourcing. For this particular project a dataset of thirteen thousand online news article 

with title, the news and labelling as fake or real was used which was taken from Kaggle which 

helped in training our algorithm and later finding accuracy of the classifier. 

 
1.5 Organization 

 

This project report has in total five chapters which are used to explain every small aspect of 

this project. 

 
Chapter 1: This chapter gives us the formal introduction of the project. In this chapter the 

readers are introduced to various different terminologies used in the project and we also discuss 

the problem and the motivation which pushed us forward to take up this project. Including this 

we also discuss what the objective of the project are is and what methodology was used while 

executing the project. 

 
Chapter 2: This chapter consists of various researches which were conducted in the recent 

past related to our project. Here, we are emphasizing more on the methodology that was used 

by the papers. Along with this, the outcome of their respective projects were also studied. 

 
Chapter 3: In this chapter, we will go through various stages of our development and will 

learn about the design and algorithm implementation. Here we will also develop the model and 
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try to represent it from various aspects like analytical, computational, experimental, 

mathematical and statistical. 

 
Chapter 4: In this chapter, we will go through the performance analysis of our project. 

 
 

Chapter 5: This is our last chapter, here we will discuss the outcome of our project and also 

analyze our results. Along with this, we will also discuss future scope of the project and any 

upgrades that we can implement in the coming future. Also we will discuss some applications 

where the system can be helpful. 
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Chapter 2: Literature Survey 

 

In the below section we discuss various research taking place on the topic of Fake News 

Identification: 

 
Paper 1: FAKEDETECTOR: Effective Fake News Detection with Deep Diffusive Neural 

Network 
 

 

 

 
 

 
 

To study fake news on different social network platforms. They wanted to study the 

relationship between different types of data which includes both the content posted, the subject 

of that particular article and the person who had wrote the article or the post and try to establish 

a relationship between these different information which are data, subject and the profile, 

through this approach they want to find out the fake news from these online social media 

platforms. They gave a score for the news which was real and lower scores for the news hey 

found were fake to differentiate between the credibility of the news on the platform. According 

to the problem they were facing to detect the news which was fake out of a dataset they gave a 

problem statement: 

 
If we are given some data i.e. a news the algorithm to find the fake news wants to give a 

particular score to that particular data according to its credibility and in situ to score the news 

or post produces which will be its credibility. Therefore for the best results i.e. for the algorithm 

to learn different types of data must be provided which consists of both the news or data , the 
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person who wrote that particular data i.e. the profile, the subject of that data and the relation 

between these two set of information’s as it is depicted in the figure above. 

 
Dataset Analysis: 

 

The dataset which they used for this particular research included bunch of tweets which were 

posted by a non-profit center at its official twitter handle and also some article on their website 

which consists of data which is already checked for its credibility. After this they provided with 

some stats which were derived from the dataset itself, after this the data was thoroughly 

inspected for these different information’s which are the subject, author and the article. What 

they found was the subject is highly correlated with the article and also the author which means 

they will get somewhat equal credibility drawing a relation between this data. For a single 

person they are able to write many number of news articles but one news article has only one 

person who has written it. A single body can be related to many different subjects, and each 

subject can also have many different bodies. 

 
The news article body of the misinformation was able to reveal many significant findings. 

Since, many articles had similar author it was found that these articles and the author had used 

similar set of words which means these same words can be found in many different bodies, 

subject and used by authors on frequent basis which can be traced to fake news. Since these 

authors are given a credibility score and since they are using similar language in there text they 

can be easily found i.e. if a person is writing fake news over and over again they can be singled 

out in many articles. The system they made used GDU for drawing relations among the author, 

subject and the news body so that the credibility between all these actors can be related to each 

other. This can be seen in the fig. above where a single writer is related to one or more news 

articles and an article can be related to different number of subjects and one subject is related 

to many articles and one article is related to not more than one writer. If U2 writes some fake 

news he/she will be using a similar kind of language in all the articles therefore if he/she writes 

another article according to the language used we can trace back to the writer using the 

credibility of the article because as we know the credibility of similar content is similar to each 

other and the credibility of a writer will also be similar to how credible the article he/she has 

written. To draw these kind of relations on the basis of credibility of similar things they have 

used gated diffusive unit. 
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Paper 2: Fake News Detection on Social Media: A Data Mining Perspective 

 
 

The way they started this research was by defining what fake news really is and also finding if 

it has more than one meaning. They then differentiated between the definitions and found the 

definitions which are often confuses as fake news but are not. They then explained what were 

the several different ways the fake news are spread either on traditional media platforms or the 

newer platforms like social media. 

 
 

 

Dataset: They were able to get news article from different sources like news websites, social 

media platforms like Facebook, Reddit, Twitter etc. and also different search engines like Bing, 

Google etc. But it is a difficult task to classify every piece of news article manually, therefore 

help of professional fake news tracker was taken because of the expertise and they can analyze 

the news article better than any person since they can find a context and use extra evidence to 

support the claims. 

 
Fake news detection techniques used in traditional media platforms are not most often 

applicable on their huge dataset because they often use context to support their findings. But 

when working with a huge dataset it is often quite difficult to check a single piece of news for 

its authenticity therefore extra information about the news is used to check whether the news 

is fake or not. This Meta info often used in their findings was: 

 Source: It consists of either the company which published the news i.e. on some 

platform or the author who wrote the news.

 Body: It consists of the whole news article which consists of the meaning and detail 

regarding the news article.

 Headline: It’s the heading for the news body which is used to gain attention and can 

be used as a clickbait.

 Media: If any media i.e. photo or video is there.
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The figure above shows that the fake news present on the traditional type of media and on the 

social media platforms both require different ways of detection. In the case of traditional it is 

easier because they need to only check out the context and the evidence but the news article on 

social media need different methods to detect fake news and stop them in the future to be even 

put up on the platform. Some methods are explained below: 

 
Stance Based: This method used the user’s frame of reference from the applicable post subject 

to find out whether the news article is fake or real. There are two ways in which the news article 

post can be shown implicit stance or explicit stance. Implicit are taken out from the post. 

Explicit are the straightforward pint of view or sentiments such as either liking a post on 

Facebook, up vote on Reddit etc. This method is used to find out by itself that whether the 

person using thinks about the post positively or is having opposite thoughts that of the post. 

 
Propagation Based: This method to find out whether the news is fake or not used the relations 

between the different news articles to predict whether the news is credible or not. This method 

assumes that the reliability of the news article is directly proportional to the reliability of the 

post on the social media post. 

 
Post Based: This method of fake news detections uses the user’s belief or sentiments towards 

a news article through the post on the social media platform such as a strong belief towards 

something or a strong response to something. Therefore it easy to deduce that this method helps 

us find likely misinformation through the response of the used on any social media post. It 

main focal point is to pinpoint some info that is essential to find the credibility of any news 

article from various social media posts. 
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Paper 3: Fake News Detection Using Naive Bayes Classifier 

 
 

They have used the simplest approach which is most commonly used in the problems relation 

text classification i.e. detecting fake news using the Naïve Bayes classifier. They applied their 

point of view as a software and used a data set from news post in Facebook to test their 

approach. They were able to get accuracy of seventy four percent on the Facebook news post 

dataset which is a fair result if we also consider the fact that they are using the simplest 

approach of Naive Bayes Classifier. But this approach is not that bad to use because naïve 

bayes is often used for problem which consists of text classification or sentimental analysis. 

Naïve Bayes not just consists of one algorithm but some other algorithms like Gaussian, 

multinomial etc. 

 
Dataset: the dataset used for machine learning and testing the naïve bayes classifier was 

collected by news platform Buzz Feed. It consists of news articles from different Facebook 

posts. They were gathered from Facebook pages of three biggest news platforms which are 

ABC, CNN, and Politico and first classified the data then first used the data to make the system 

learn and then tested the classified on already classified data to find out the result using the 

accuracy. 

 
Generalized plan they followed: 

 

 

 

 



25 
 

Results they received using this dataset and approach were: 

 Precision: 0.71

 Recall: 0.13

 
The reason recall is so low is due to the lopsided data which was used for learning and 

afterwards testing. 

 

Fig. 19. Result of their model 

 
 

Ways to improve the result: 

 
 

 The amount of data which is being used for testing should be increased. In machine 

learning increasing the dataset often helps in increasing the accuracy or the 

performance of the algorithm.

 Using longer single data i.e. the length of the news body used by them was quite short 

therefore using longer news article will help improving the accuracy since on 

Facebook sometimes the news articles are just a sneak peek.

 When the data is being preprocessed the stop words must be removed from the text 

body since computer does not understand the meaning of the sentence and the stop word 

deteriorate the performance.

 During the preprocessing, process like stemming can be used since explained in above 

point computer is not able to understand the meaning of sentence, and this is used to 

bring the words back to its stem like backing to back since back is the stem.

 Unigrams and bigram should be used because sometimes two words are used together 

to give a specific meaning.



26 
 

Paper 4: Automatic Detection of Fake News 

 
 

Just like in the paper 3 they also faced a similar problem in which they has to find features in 

the data to solve the problem since the traditional approach was not applicable on this type of 

data which was extracted from social media platforms therefore they used lexical properties of 

the text to build a classifier for the detection of misinformation. The lexical characteristics they 

used were: 

 
N-gram: Since, some words present a true meaning when they are used together with each 

other like ‘Thank You’ is a bigram and presents a more viable meaning when used together, 

therefore they found out all the uni and bi grams from their dataset which was represented in 

bag-of-words form and later converted into tfidf values. 

 
Punctuation: They used the count of words and software which helped them inquire linguistics 

to make a feature set which consisted of different punctuations. Punctuation feature set 

included characters like dashes, commas, question marks, exclamation, and period etc. 

 
Psycho-linguistic characteristics: This essentially draws correlation between psychology and 

the characteristics relating to the linguistics used. They used a software to find out the words 

which often comes in this category. The software they used is based on a dictionary that 

represents psycho-linguistic features (negative sentiments), summaries, and also had the parts 

of speech (nouns, adverbs etc.). 

 
Syntax: Using context free grammar rules they took out a feature set. 

 
 

Dataset: Ehen they were trying to build a data set for the fake news detection, they used 

suggestions of many different writer on what should be included in the features: 

 Must have equal number of fake as well as real news articles.

 Must contain news articles which are in textual form

 Must be evincible

 Must have similar length i.e. of the news article

 Must have a homogenous style of writing

 Must have news articles from a similar period of time
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 Must be available to the citizens

 Must take into consideration the difference in linguistics

 Must have similar context

 

For the dataset they used six different topics of news. They collected news in two different 

phases, they started by first collecting real news about the six different topics. The news was 

collected from news firms which are well known among the citizens line CNN, New York 

Times, USA Today, Fox News, ABC News, Bloomberg etc. Then they started collecting fake 

news, they used crowd-based sourcing based platform MTurk which is an Amazon based 

service which is often used for the construction of different datasets for many different tasks. 

When they had the dataset containing both types of news they were able to use a linear support 

vector machine and k-fold cross validation, with all the factors like recall, accuracy etc. mean 

over k=5 iterations. In the below figure we can see that what types of words were most often 

used in real news and what type of words were used in the fake news. The most often used 

words in fake news were ‘Relative’, ‘Leisure’, ‘Prep’, ‘Time’ etc. and the most common words 

in real news were ‘Cogproc’, ‘Verb’, ‘Aux Verb’ etc. 
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Paper 5: Detecting Fake News in Social Media Networks 
 

 

 

Fig. 21. Algorithm for feature extraction 

 

They also started by first defining the problem i.e. what they are dealing with then they tried to 

find a good clickbait data related to online news articles. They then found all the properties of 

the dataset and the algorithm used can be seen in the figure above. Then the data was made for 

the Waikato Environment for Knowledge Analysis. But it is very difficult to find such data set 

at one place therefore they relied on platforms where finding clickbait news was easier like 

social media platforms example Facebook, Reddit etc. 

 
After collecting all the uniform resource locators of the pages, a program was used to find out 

the characteristics from the urls the algorithm used can be seen above and a python code was 

used to do the same. The feature they found out from the articles were: heading which had 

numeric values at the starting, and also headings with ‘!’ OR ‘?’ in them, the main words used 

in English, whether if the user who opened the page left it immediately etc. 

 
They used four different machine learning algorithms to work on the data they gathered which 

gave them some results. Though Waikato Environment for Knowledge Analysis comes with 

huge amount of different algorithms but they used the ones given below: 

 Naïve Bayed Algorithm

 Random Tree

 BayesNet

 Logistic
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The below table depicts the result which they got from the four algorithms. They are 

differentiated on the basis of 4 different parameters. The highest precision is that of Logistic, 

highest recall i.e. the sensitivity is of random tree and logistic, similar set of result for f measure 

and the receiver operatic characteristics area was of Naïve Bayes and bayesnet. 

 

 

 

Fig. 22. Comparing the results they got from their models 
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Chapter 3: System Development 

 

3.1 Analysis/Development/Algorithm/ Design 

 
 

 Objective: To be able to detect fake news from dataset of fake and real news. 

 

 Analysis: Using NLP and machine learning algorithms, the news articles have to be 

differentiated between either being fake or real. This project tries to give a solution to 

this circulation of fake news on social media platforms and also try to find out how real 

a news article is. 

 
 Design: The method in which we are trying to find a solution for this problem is on the 

basis of the pre-processing of the data, then the formation of a proper dataset, creating 

classifiers using this dataset, testing these classifiers on the basis of testing dataset and 

using these classifiers to try to predict what type of news it is. There are in total four 

fields in the dataset, first field the title is used to find origin of the news which is 

accompanied with news body which we use for the classification of the news. The next 

step is that we intermix the data randomly and then the dataset is split up into two 

different unequal sub sets which are training and testing sets. Training set is used for 

the algorithm i.e. it is used to train the models which are constructed example 

bernoulliNB and multinomiaNB. The other set is used for testing the classifier i.e. to 

check the performance of the classifier on basis of different parameters. The data set 

was divided in two categories training set which was 75 percent and testing set which 

was 25 percent of the entire dataset. From this training set we used the bag of words 

concept, this concept does not bother with how the sentence is structured but it only 

used the frequency of words in the text body. 

 
 Proposed Approach: The figure below shows the approach we have followed for this 

project. Each of the section in the diagram is touched upon further. 
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Fig. 23. General Approach 

 
 

Data Preprocessing: When we get the dataset which consists of the news articles, the data is 

raw and the computer is not able to understand the text format. Data pre-processing is a process 

of cleaning and converting this incomprehensible and raw data into a format which is easily 

understandable to the machine i.e. numbers. The data set we got is a real world dataset of news 

articles and it can be not consistent, complete and more likely to have many mistakes like 

empty cells etc. So, the process of data pre-processing is great way to solve this problems. 

Different steps followed during data pre-processing are: 

1. Importing of the libraries used 

2. Getting the dataset and using pre-processing for empty and unqualified data. 

3. Then this clean data is split into two sets of testing data and training data. 

4. The last step is to extract the features. 
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Step 1: Importing the required libraries 

The required libraries for data pre-processing are imported. Python has many different libraries 

which are in use but the most often and commonly used are: 

 Numpy 

 Pandas 

 

Numpy: It is one of the most basic and useful python library for calculations related to data 

science. It is used so that we can make use of arrays in python programming language. Though 

we have an array like data structure in python i.e. lists, but they are about fifty times slower to 

process. The reason for this far less speed is that the lists is not stored continuously in memory 

locations therefore it can be sometimes difficult to retrieve but numpy arrays are stored 

uninterrupted in the memory location. It also provides us with n-dimensional arrays for 

scientific purposes and possess many different functions in its library to work upon these n- 

dimensional arrays. 

 
Pandas: It is most often used python libraries for manipulation of huge amount of data 

especially in data structures like tables which are known as dataframes. It also provide us with 

a very good tool to analyze the data which is present in tabular and n-dimensional form. It can 

also help in basic cleaning of the data with the help of many functions provided by pandas 

library like the empty cells, the cells which have null value etc. The tabular data often consists 

of excel spread sheets and different data bases. It can help us deal with many different types of 

extensions like comma separated values, xls, JavaScript object notation etc. 

 
Step 2: Importing the data set 

Pandas is used to import the dataset which is ‘.csv’ type which means comma separated values. 
 

We have first given alias to pandas which is pd, then we are using the function read_csv which 

takes the path to the data as the input but in the form of a regular expression. We used a csv 

type of file because it is often very fast to access due to its very less weight. We can check our 

data imported using a function called ‘head’ i.e. df.head() which provides us with the whole 

table but we can also pass an integer like five to get only the first 5 columns of the table. 
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Step 3: Splitting the data: 

When dealing with problem related to ML we often divide our data into two different sets of 

the original dataset: 

 Training Set 

 Testing Set 

 

This process of splitting is quite common since we have labelled data in our possession we use 

some part of it to train our models and the rest of it for testing the classifiers we got after 

running the algorithm. The training set is always larger than the testing set because the more 

data we use to train our models more accurate they become. Most often the ratio that are used 

to split data our 70:30 or 80:20 which basically means eighty percent of data represents training 

set and twenty percent represents the testing set. Before splitting, the labels i.e. either fake or 

real are stored in another variable, and both this variable in our case ‘Y’ and remaining data 

which consists of news headlines and body. 

 
 

 

This piece of code was used to split data into four different categories: 

 X_train & X_test: consists of the news articles components like news body and 

headlines. 

 Y_train & Y_test: consists of the corresponding labels for the news articles. 

 

X and y train are used to train the models and then for x_test the results are predicted then the 

results are compared with Y_test, to find how accurate our model is. 
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X_train: represents the training set. Since, the data is shuffled the numbers seen one the left 

side our in that order. It consists of seventy five percent of the data set and consists of total 

around forty eight hundred news articles. 

 
 

 
Fig. 24. Training set used 

 
 

X_test: is the part of the dataset which is used to test our model. It represents the other part of 

the data set which is 25 percent of the whole dataset. It consists of around fifteen hundred news 

articles. 

 
 

 

 
Fig. 25. Testing set used 
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Y_train: represent s the set of labels which are dependent on the part of dataset which is 

represented by x_train. It can be seen easily from the fig since the first number in both x and y 

train are 6073 which means the order is maintained. 

 
 

Fig. 26. Dependent variable associated with X_train 

 
 

Y_test: It consists of the data which is used for checking the accuracy of the model is dependent 

on x_train both have the first news article number 4221. 

 
 

 

Fig. 27. Dependent variable associated with X_train 
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Step 4: Extracting features 

 
 

The computer is not able to understand what the text means it only understand the language of 

numbers therefore we need a method to convert the news articles into some viable information. 

Most algorithms related to machine learning takes input in the form of vector. Therefore we 

need to convert text files and documents into vectors of numbers using a process called 

vectorization. One of the most often used model for dealing with the text files for ML is Bag 

of words model. 

 
The model uses the approach in which it does not considers any type of Meta data about the 

text but its only focus is on the frequency of the words in a text file. This should be possible by 

doling out each word a one of a kind number. At that point any report we see can be encoded 

as a fixed-length vector with the length of the jargon of known words. The incentive in each 

position in the vector could be loaded up with a check or recurrence of each word in the encoded 

document. This is the bag of words model, where we are just worried about encoding plans that 

speak to what words are available or how much they are available in encoded archives with no 

data about request. 

 
 CountVectorizer or word counts: The CountVectorizer, as we probably are aware 

gives an approach to tokenize an assortment of content reports and fabricate a jargon of 

known words, yet in addition to it encode new records utilizing that vocabulary. An 

encoded vector is returned with a length of the whole jargon and a whole number mean 

the occasions each word showed up in the document. Because these vectors will contain 

a great deal of zeros, we call them inadequate. 

 
 Tf-idf vectorizer: Utilizing CountVectorizer is a decent beginning stage, yet is 

extremely fundamental. Words like "the" will seem ordinarily and their huge tallies are 

not be extremely valuable in the encoded vectors. An elective is to compute word 

frequencies, and by a wide margin the most well-known technique is called TF-IDF. 

This is an abbreviation than means "Term Frequency – Inverse Document" Frequency 

which are the parts of the subsequent scores doled out to each word. 
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Term Frequency: This calculates number of times a given word appears within a 

document i.e. the frequency of word in a news article 

 
Inverse Document Frequency: This expels words that seem to appear a lot more 

often in the dataset 

 
Machine Learning Models 

 
 

There are different distinctive algorithms that are used for classification, which can be utilized 

to group a news as "misinformation" or "genuine". In this project, we have utilized 

multinomial, Bernoulli Naive bayes and PAC learning models. Every one of these 

methodologies can be exclusively utilized to distinguish news. 

 
Naïve Bayes Algorithm 

 
 

Naive Bayes classifiers is one of the most basic classifier which works on simple probability 

based on applying Bayes hypothesis. It tries to guess probability relations for each class, for 

example, the likelihood that given record or information point has a place with a specific class. 

It expect that all the highlights are disconnected to one another so the nearness and 

nonappearance of an element doesn't influence the nearness and nonappearance of another 

element. It's anything but a solitary calculation for preparing such classifiers, be that as it may, 

a group of calculations dependent on a typical standard of the occasions a specific occasion has 

happened. It is a mainstream strategy for content order which is the issue of judging records as 

having a place with one class or the other with word frequencies as the highlights. With suitable 

pre-processing, it is practical in this area with further developed strategies including bolster 

vector machines bringing about improved precision. 

 
Mathematical implementation of Naïve Bayes: 

As Bayes Theorem chips away at likelihood based on some conditions, which is the likelihood 

that an occasion will occur, given that a specific occasion has as of now happened. Utilizing 

this idea we can ascertain the likelihood of any occasion dependent on the probability of 

another occasion. The following is the recipe for ascertaining the conditional likelihood. 
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The idea we use to characterize news with misinformation is that fake news stories on social 

media regularly utilize a similar arrangement of words while genuine news will have a specific 

arrangement of words. It is very detectable that couple of sets of words have a higher recurrence 

of showing up in fake news than in evident news and a specific arrangement of words can be 

found in high recurrence in obvious news. Obviously, it is difficult to guarantee that the article 

is fake as a result of the way that a few words show up in it, henceforth it is very improbable 

to make a framework entirely precise yet the presence of words in bigger amount influence the 

likelihood of this reality. 

 
The question of ascertaining the likelihood of a condition of finding a particular word in fake 

news stories and in genuine news stories can be settled with the end goal that in a given 

preparing set, which contains bunches of news stories, marked as evident or misinformation, 

one can characterize the likelihood of finding a particular word in any fake news story as the 

proportion of fake news stories, which contain this word to the all-out number of fake news 

stories. The likelihood of finding a particular word in evident news stories can be characterized 

comparatively. 

 
The equation for computing the probability of a condition of a certainty, that news story is a 

misinformation given that it contains some particular word looks as following: 
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Different Types of Naïve Bayes Algorithms: 

 

 

 

 
 

 
Table 1. Difference between Bernoulli and Multinomial Naïve Bayes 
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Chapter 4: Performance Analysis 

 
The model was prepared for various varieties of the models for differing timeframes on a 

system having setup as follows: 

 RAM: 8GB DDR3 

 Core: Intel Core i5-6200 @ 2.3Ghz 

 GPU: NVidia GeForce 940M 

 OS: Windows 10 64 bit 

 Language: Python 

 Editor: JupyterLab 

 

Dataset: 

The data-set used to test the effectiveness of the classifier is created by Amazon, containing 

6335 news stories labelled as genuine or fake. It has 6335 rows and 4 columns. The 4 segments 

comprise of index number, title, content and label. Data-set incorporates business, science, 

technology, entertainment and well-being news classifications. The credibility of this data-set 

lies in the way that it was checked by columnists and afterward named as "Genuine" or "Fake". 

Title includes the insignificant data required to comprehend the news story like the heading of 

the paper which portrays the substance inside. Content involves an itemized depiction of the 

news story installed with idiosyncrasies like area, subtleties, individuals included and their 

experience and so forth. Mark is fundamentally a label which tells whether the news stories are 

"Fake" or "Genuine". 

 
Code: 

To import data we first need to import some essential libraries from python’s huge number of 

different libraries. ‘os’ is very important library to help python program to interact with the 

system os. ‘Pandas’ let us manipulate the imported dataset to our needs and the last library 

helps us split the dataset. 
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As we can see, the piece of code above provided us with the dataset which we want to use in 

our problem. The first function ‘listdir’ is a part of os library which is used to get the list of the 

files present on the path provided to the function in the form of a regular expression. Since, we 

are dealing with a csv file we use pandas function read_csv to read the file and open it. It is 

stored in df variable. 

 

 

 

 
The ‘df’ variable has our data stored in a form of a dataframe as we can see in the output above 

that we have our data with all our titles of the dataset which are the index, title, text and the 

label. 

 

 
 

The function above used i.e. shape is a part of pandas library and is used to get the shape i.e. 

the dimensions of the dataframe we have imported and the result we got is 6335 * 5 which is 

correct since we are using that amount of news article to train our models. 
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We can access the differnet headings of a dataframe using basically the variable alotted for 

dataframe and the name of the heading we want to select as we have used above df.label. 

Basically we are storing the labels of the news article in a news variable ‘Y’. Then, in the next 

step we used drop function which is used to drop a column or row in a dataframe since we want 

to drop the label which is a column we provide the function with the name of the column and 

also the axis which represents whether we want to drop a column or a row. It can easily seen 

from the outputs above that the label is first stored in a variable then it is dropped from the ‘df’ 

dataframe. This is basically done since when we are testing out models, for the testing set we 

don’t want the labels with our news articles we want to chech the accuracy of the models which 

we have produced. 
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The piece of code given above help us split our data into training and testing set in the ratio 

of 75 to 25. We have used train_test_split function which is the part of sklearn library. We 

provide the function with the data frames we want to split in our case ‘df’ and ‘Y’ , the next 

parameter is the size of testing set which is given 0.25 which means the data is twenty five 

percent of data is testing and seventy five percent is for training. 

 
When we have our data split up and clean, we need the data in a format in which the machine 

can understand the data. Therefore, we need the data in numerical form so that computer can 

easily understand, this is done by bag of words approach in which the text is converted into 

some numerical values and put in a vectorised form. Therefore, we use count vectorizer and 

tfidf vectorizer. 
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In the piece of code given above, we make object of CountVectorizer class with stop words as 

the parameter which has the value “English” which means it will take out English stop words 

like a, an, the etc. We use the object we made to vectorise the variable x_train and x_test and 

store them in some variables. 

 
 

 

 
The vectorised form of x_train is stored in count_train which we can see above each line 

represents a unique word anf the number represents the count of the word. 

 
 

 

Similar types of steps are used in the above code but for term frequency inverse document 

frequency vectorizer it is different from count vectorizer in many ways it doesn’t just considers 

the count of the words but it also removes the words which appear to often in a document. It 

uses these both parameter to give us a weight for the words appearing. 
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The piece of code appearing above gives us the weights of the words we get according to the 

tfidf vectorizer. 
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The python function above is used to construct confusion matrices for different models we are 

using in our project. Confusion matrix are used to compare out finding using the models with 

the labels which are already in the dataset. 

 
When we have a problem which have two classes like fake and genuine news we can use 

confusion matrix to compare our results of models with original labelled data. When we are 

dealing with this kind of data we can get four different types if results: 

 
 TN: when the models have predicted false and is actually false 

 FN: when the models have predicted false but it is actually true 

 TP: when the models have predicted true but it is actually true 

 FP: when the models have predicted true but it is actually false 
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MultinomialNB with tfidf vectorizer: 
 

 

 

The first algorithm we are using is Multinomial Naïve Bayes with training data which is 

vectorised using tfidf vectorizer and we are producing a confusion matrix and also the 

calculating the five parameters. The output can be seen in the figure given below, where we 

can see it approximately eighty five percent accurate. 
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MultinomialNB with Count Vectorizer: 

 
 

The next algorithm we use is same but the way we have vectorised the data is different here. 

We are using count vectorizer here and producing similar type of output here. 

 
 

 

The output from the MultinomialNB with Count Vectorizer is given below as we can see its 

accuracy is around ninety percent. 
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BernoulliNB with Count Vectorizer: 

 
 

Here we are using Bernoulli NB with count vectorizer as input and the accuracy we are 

getting here is slightly lesser since it uses binary data i.e. about eighty tree percent. 
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Passive Aggressive Classifier: 

 
 

The last algorithm we are using is PAC with count vectorised data as the input. The accuracy 

we get here is eighty tree percent. 
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This piece of code is a really important code as the name of function suggests it gives us the 

most significant features for the classification we have done. We use this function for the tfidf 

vectorised data and check which words had the most significance in the case of fake news and 

real news according to the weights given to them by the tfidf vectorizer. The output can be seen 

below where the most significant words in fake and real articles are given with their respective 

weights. 
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Frontend: 
 

 

 

 

 
 

Fig. 29 Frontend of the project 

 
 

The above figure shows a preview for the web app which is created on the Django frameworks. 

It can be used to check for whether if the news is fake or not. There are two ways it can be 

done: one is by putting the link of the news and the second is by putting in the news body, 

headline and fro which source it is from. If the user uses the link form first a web scraping 

algorithm will scrap data such as news body, title and author and put in a csv file and the 

database. If the user used the second form then the data will be stored in the database. Then for 

both the forms when the data is put in the database the code models we have created will be 

able to check for the news article the user have used as input. 

 
The code below is used to extract news article from different websites, it uses a library called 

newspaper from python libraries. It can extract features like news body, title, author etc. Below 

we are extracting only the news headline and the body because we don’t need the other data. 

Then, after extracting data from that particular url it is stored in a csv file. 
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In the code, we first need to put in the url which will come from the form the form on the web 

app then the functions from newspaper library are used to extract data from that url. At first the 

data is put I a list and then in a dictionary. Further, this dictionary is converted into a data frame 

then it is first checked if the file exists, if it exists the index is false i.e. it will not put the index 

and the mode is append i.e. the new data will be put in the end in csv file and the header will 

be false so that the title is not put again and if the file does not exist in the folder the file will 

be created with extension csv and the header will be set at the top. 

 
As we can see below, we are inputting urls when we put in first url the data is put in csv file 

and at the end of the program the csv file is read and it contained only one news. Then we input 

other url and it is appended at the end of the csv file. 
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The spreadsheet below is the csv file where the news articles are being stored for further 

processing as we can see the news articles are being appended at the end of the csv files. 
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Chapter 5: Conclusion 

 
Daily news plays quite an important role in every citizen’s everyday life since it helps us know 

what is going on or happening in our country and all around the world example what has the 

elected government done, about new government policies and how they affect our lives etc. 

Basically it helps a citizen a lot in keeping the elected government in check on what they are 

doing. For this reason alone the news media is also known as the forth pillar of a democratic 

country. But this rise in the circulation of fake news wither on the traditional news source or 

the contemporary news sources like social media has tarnished this sacred pillar of democracy. 

There are many different factor behind this exponential rise in the circulation of misinformation 

or fake-news like for gaining upper hand in political races, sometimes they are used for personal 

financial gains or also used for increasing business like it was used in India by spreading 

misinformation about shortages of essential things like masks, hand sanitizers, gloves and other 

medical supplies were spread for the gain in their business. Since, it is not an easy task to stop 

the flow or circulation of this misinformation therefore an automatic system is quite essential 

which can help detect and notify the user about the news article they are reading i.e. whether it 

is fake or not. 

 
The project we worked upon is able to solve this problem of spreading of fake news up to only 

some extent since right now we have used a fairly basic or simple approach to solve to this 

problem. For the project to be completed successfully we had to first collect a dataset of news 

which consisted both fake and real news, which was a very challenging task in itself since 

verifying the accuracy of a news article is quite difficult to predict that whether it is fake or 

not. Then the dataset of thirteen thousand news article we got was divided into two different 

sets which are training set and testing set respectively in the ratio of seventy to thirty in which 

the bigger set was used to train the model and the smaller set was used for testing of the 

classifier which was produced by the model. Then from the dataset itself we tried to find 

features like number of words or the frequency of words used in fake and real news and for 

tfidf vectorizer, tfidf weights were found for the words i.e. basically we converted the text in 

the news articles which the computer can’t understand, into bunch of numbers to make the 

computer understand in some context. Then we used this data in our models like Naïve Byes 

and its different types like MultinomialNB and BernoulliNB and PAC to get different 
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classifiers. Then we used the remaining data for testing purposes. The results we got from them 

were: 

 

 

 
 

The results which we got from our classifiers are being compared on the basis of five different 

parameters which are accuracy, precision, specificity, misclassification and recall. In terms of 

being the most accurate, Multinomial naïve bayes with count vectorizer possess the highest 

accuracy percentage of approximately ninety and the least accurate was BernoulliNB and PAC 

at 83.08. The second parameter is the precision, the most precise classifier is Multinomial naïve 

bayes with tf-idf vectorizer and the least precise are similar to that of accuracy with 77.64 

percent. In the case of third parameter the recall which is the sensitivity, it is the highest in both 

BernoulliNB and passive-aggressive classifier and it is lowest in the MultinomialNB with tf- 

idf vertorizer. The specificity percent is most in the PAC and lowest in the case of 

MultinomialNB with tfidf vectorizer. The last parameter is the misclassification is highest in 

the Multinomial naïve bayes with tf-idf vectorizer and the lowest on the passive aggressive 

classifier. 

 
The approach we have used in our project for the transformation of the linguistic part of the 

news articles can be of great use in problem related to text like text classification. Though the 

way we are solving this problem is giving us an accuracy of ninety percent while testing, the 

attempt to solve this problem should not be just related to the usage of words in the news 
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articles but efforts to improve it with other properties like the interaction of people with this 

article. Also, the data set we used in the project includes real news from various real news from 

news firms like British broadcast company, CNN etc. instead of using short text which can also 

present disadvantage of model not be able to train properly. 

 
Future Scope: 

 
 

Fake news is an ever growing problem due to the increase in users of internet and therefore 

increase in the users of social media. The approach we are following in our project is a fairly 

simple one in which we are using the frequency of words those were used in the news articles 

to find out which words appeared the most often in the false articles and which words appeared 

the most often in real news articles. But, this problem is vast and is a research field in itself for 

any future work purposes where many things can either be added in the current approach or 

entirely new approach from scratch can be used to solve menacing problem. The approach we 

are following in this project makes use of the news article texts linguistics and lexicon is fairly 

a good one but the approaches used must not be just limited to these extra characteristics of 

news articles, but also the interaction of a user with the news article i.e. how they got there, did 

they closed it immediately, whether they liked or shared the news or whether they put up a 

comment under it. Also, this can be used up with the GDU to draw relations between a page 

which has posted a news article and the article itself. New deep learning techniques like 

convolution and recurrent neural network can also be used. Some of these methods are 

discussed below: 

 
Method based on the language: 

 
 

These methods can be used to add some extra features on our current approach of counting 

frequency of the words. This linguistic based approach uses the similar way of finding what is 

the different styles in which article are written, what type of lexicon are used and what is the 

emotion behind writing the article. They are based on finding out these above mentioned 

characteristics from the articles. Some of the methods which are based on the language of text 

are: 

 
 Bigrams and n-grams: Some words are not able to convey the message individually 

they have to be considered together i.e. they provide more weight together in a news 
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article example the words ‘thank’ and ‘you’ are appearing individually in our word 

counts but since they are quite often used together they must be considered as one words 

and be given count as when it appears in the news article. Similarly there are higher 

level n-grams like trigrams etc. 

 
 POS tags: Part-of-speech tags are very important and are used to put up tags with words 

which tells what its part-of-speech is. They work by putting a tag on individual words 

on the basis of how they are used syntactically example adverbs, pronouns, 

prepositions, nouns, verbs etc. Many other research works have found out that the count 

in particular text body of part of speech tag can be used to find where do they belong 

or particularly which topic they represent like an article in context of a meeting, 

medical, consulting each possess unique usage of words. 

 

 
 Probabilistic CFG: Context free grammar is very important while representing the 

sentence in a linguistic structure with the leaf node representing words and the middle 

nodes representing part of speech tags like adverbs, verbs, nouns, pronouns etc. 

depending on how the sentence has been made up it can possess many different 

representations. 

 
Gated diffusive unit: This is a really good approach to draw a relation between the news article 

to its author or the publisher. Initially it also uses similar steps to check what type of language 

is being used in the articles and by the authors which is down the road used to draw relation 

between these two entities which are news and author. A third entity can also be used which is 

‘subject’ that basically represents the subject of the article. 
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Methods based on deep learning: Methods based on deep learning are really good to be used 

on text based dataset since they are able to drastically decrease language based analytics using 

feature extraction which is done automatically, it can extract both simple features and more 

compound characteristics which are not easy to define. 

 
 CNN: They are quite often being used in text based problems i.e. NLP based problems 

which also include text classification and linguistic analysis. It can be used for fake 

news detection based more on the content of the news article. 

 
 RNN uses the words embedded according to the sequence of words, it takes one letter 

at a time, using at these individual steps the information of the current token to find its 

state which can’t be seen easily which also helps with info about the last word. This 

state we get is considered as the feature which are taken out by the recurrent neural 

network for given text body. 
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