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Abstract

Network on chip is gaining popularity as the time is going due to increasing communi-
cation. As the number of transistors growing the network loip ¢s becoming complex. To
reduce the complexity, 3D NoC was there but still improvetsaane required as more the num-
ber of wires more is the complexity and lesser is the speaihiad. So the aim of this research
is to find such an mapping algorithm which can map the coreask to a topology in such
a way that less energy is consumed, less time for commuoigaister speed of accessing,
cores with maximum communication are brought closer mattiegnetwork less complex. To
achieve these properties, the existing mapping approackasentioned in this report. Keep-
ing the drawbacks of existing approaches in mind my aim isni $uch a mapping technique
which suits all the QoS requirements and is best among aéxtsting approaches.
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Chapter 1

Introduction

Network on chip is concentrated over the routing of the peckestead of the wires. It is
a communication network which is basically layered ardtitee [1]. Packets are the major
source for NoC to transfer the data from the source node tdelsénation node. Processing
elements are basically IP cores (Intellectual Propertsgcgssor, DSP(Digital Signal Proces-
sor), ASIC(Application Specific Integrated Circuit) etc. .[2JoC is a tile based architecture
and basically consists of processing element, routersiaks Which provide interconnection
[3,14,5]. NoC basically concentrates on parallelism, corency and scalability. There are a
large number of NoC applications and few among them are {ioipbint signal wires, shared
bus and segmented bus [6]. Traditional exchanges of dataldigtween IP cores are replaced
by packets routed through the fabric router [7, 8.

Issue of bottleneck is the biggest challenge in front of thist&n-on-chip due to global inter-

connections. For achieving low latency, high bandwidth scalability [9] simultaneously, the

basic concentration of NoC is the shrinking of the size ofdhig, and making it as small as
possible. Bus based architecture/[10] which was used toadilfly dosen’t proves to be reliable
architecture due to improper scalability and lack of patalin, high latency low power dissi-

pation along with low throughput. Future system on chip lassered network on chip to be
the best solution for all the issues occurring i it!/[11]/[12] large number of processors can
process the tasks parallel on them hence networks on chidposcalability and parallelism

to a great extent.

The problems which were avoided during the considerati@ystem on chip or are considered

1
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Figure 1.1: Moore’s Law for increasing number of transistor

at the nano scale level are also tackled in networks on chgmasportant constraint for per-
formance evaluation. Researchers are developing new tpasito improve the performance
of the mesh topology as well as they are concentrating orethoshitectures which are basi-
cally application specific and are build keeping in mind thguirements of the application. But
there are some limitation in the NoC architecture too anah@ither providing a large scale
of parallelism and scalability NoC cannot be proved to bebist solution. The issues related
to NoC architecture are high power consumption, high costroanication,high energy con-
sumption and low throughput. To resolve the issues of No€arehers proposed the concept
of 3D Networks on chip, which can resolve the issues of baBitNBC, as 3D NoC is capable
of providing low power requirements [13], low energy congtion [14] [15] and high speed.
From the Moores law as shown in Fig.1.1, in the past few decadeemendous increase in the
number of transistors over the chip is observed, which igicoausly increasing with a rapid
rate day by day, due to this shrinking the size of the chip outheffecting the performance
of the system is the biggest issue to be tackled [16]. As tmeban of components increase,
to achieve scalability with such a large number of componéritas become more complex to
achieve the performance goals.

Due to this large size there are many issues being faced supbveer dissipation, resource
management [17] [18] etc. So interconnection networks aiated the determining of the
performance and also the power consumption of the entige ahid is working on these param-
eters to enhance the performance of the system. Lack oftsid@glaconcurrency / parallelism,
high latency and power dissipation, and low throughput haderthe traditional bus architec-
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Figure 1.2: Networks on Chip Architecture

ture and point-to-point architecture a non reliable systemchip architecture. But all these
issues are best resolved in the Network on chip, hence iegrtavbe more promising solution
over system on chip [19][20]. Hop-by-hop basis is the baste®nsidered for switching packets,
whereas Networks on chip connects processors, memoriageaighs for providing customiza-
tion and hence provide high bandwidth and high performagt¢[R2]. As shown in Fig.1.2,
NoC architectures are basically concentrated upon coimmect the segment (or wires) and
switching blocks. Switching techniques used in NoC areudirswitching, packet switching,
wormhole switching, virtual cut-through (VCT) switchingce{23,/24] 25| 26, 27, 28, 29, 30].
The main aim of this research is to map the task on the mosiideitore for processing in both
2D and 3D. For mapping the task on to some core there is regeireof the various routing
algorithms, which treat task in the form of packet and robéstask to the particular core chosen
for mapping [31] [32] [33][34]. Task migrate over differerduters and cores in order to be
mapped on the suitable core. For 2D NoC a 5 port router [35hssdally used whereas for 3D
NoC a 7 port router is used.
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1.1 Structure of Router in NoC

In NoC different structure of router are used for both 2D Na@ 8D NoC architecture. For
2D NoC, routers used for routing purpose have 5 ports whicludlecnorthport, southport,
eastport, westport and coregport. The north port is used by the router to send the packiet if
core on which task has to be mapped lies on the north direlitibiof the router. Similarly for
sending task on to the cores in the south, east and westidirébe corresponding ports of the
router are used. Fig. 1.3. In the Fig.]1.3 each port has tvs lime is incoming link to the port
while other one is a outgoing link from the port. There is a 8Dter which is used to route
the task to the core on which the task has to be mapped usings dtis router is basically
designed for 3D NoC as shown in Fig._11.4. It has all the 5 pastwas there in 2D routers
for NoC, and along with these 5 routers there are 2 more porishwhclude topport and a
bottom port. For convenience in the Fig. 1.4 tpprt and bottomport configuration are shown
by different colors. Different colors doesn’t imply thaktie is some difference in the port, but
different colors are used to show the difference betweeihand 3D router.

1.2 XY Routing Algorithm

The most commonly used routing algorithm is XY routing isgwweed by the author in his paper
[36]. Author has considered that packet consist of heaaliégrid data flits. Header flit contains
the address of the destination node. For the purpose of mgigation 2-D mesh topology
along with wormhole switching technique are considerece @trordinates of each router are
represented as (x,y),for the routing current addr€s()) is compare with the destination
router addresd}, Dy) of the packet ,depends up on the comparison output of ipatgorithm
router routes the packets. iDf > Cyx) head flit moves to East else it take West turn upto
(DxCx) become equal this passion is called as horizontal alighnow (Dy,Cy) undergoes
compression , if it is found thaDf < Cy) then packet’s header flit moves towered South else
North upto Dy = Cy).For simulation an environment maintained as the packetisi8 bytes
with a random destination mode , the percentage load is 50&hwatean that 50% of maximum
bandwidth is used, the interval between successive flitscl®ék cycles, the simulation runs
1000 clock cycles and the clock frequency is 1 GHz, Synthieditic generators generate traffic
in the first 300 clock cycles with warm-up period of 5 clock leg: After simulation authors
define an average performance parameter P to evaluate tlagayerformance of the algorithm
that is P where P= Average Throughput of Network/ Averagehey per packet of Network
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which is 0.86 for the XY algorithm. So they come to conclustbat the implement of XY
routing algorithm is simple as well as the X-direction chalnatency is averagely lager than
Y-direction channel latency and X-direction channel tlgimput is averagely all square with Y
direction throughput.

1.3 Communication Task Graph

Communication task graph or CTG is an running application osyatem which is basically
used to evaluate the performance of the system. There argypas of dependencies on which
the task depends control and data dependenciés [37, 38].tiBegh dependencies can be ex-
plained as given below:

e Control Dependency:- In this a ask has to wait for other taglotoplete its job. So when
some task is in executing phase then other task cannot tstastacution till other tasks
are there in the execution phase.

e Data Dependancy:- It implies that the tasks depends on @hehfor their execution and
they depend on each other at the time of execution.

Communication task graph represented as (CTG), G’ = G'(T$3,graph which is acyclic
in its occurrence. The vertex of the graphs shows the cortipng model represented as task
ticT. Each task; has the relevant data which include execution time, eneogguwmption by
the task and deadline of the task. Each directeddgye D between taskg andt; gives the
detailed information of either data or control dependesiciehere is a value d( ;) which is
associated witlt j and the associated valuedy() stands for communication volume in bits
exchanged between tasks|[38} 139,40, 42].

1.4 Types of graphs used in NoC

1.4.1 Application characterization graph (APCG)

Application characterization graph is represented as GY(@here vertexc is the selected
IP/core and as it is a directed graph so directechgyalefines the communication from care

7
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Communication Task Graph (CTG)
O application task

Figure 1.5: Communication Task Graph
toc;.
Directed arc; j has some of the properties as mentioned here:

e V(g j) is the volume of the arc, here the arc is between the apresc;. This volume is
calculated in bits from corg to c;j.

¢ Arc bandwidth represented asa() is represented as the arc between the vegtéxcj,
and it is the minimum bandwidth represented as bits per skamd it is assigned for
achieving the performance constraints of the network[3844)].

1.4.2 Architecture Characterization Graph(ACG)

Architecture Characterization Graph(ACG):- G = G(T,R) is thiapip representation for the
architecture characterization graph. It is an undirecteghly and a vertek here represents a
tile and there is a directed arg; also which represents the routing parameters from thettile i
ti. Following are the properties eagty considers fol[38, 41, 42]:

e There are minimum paths between any two tiles and these mmipaths are called

8
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Application Characterization Graph (APCG)

O application task

Figure 1.6: Application Characterization Graph

candidate paths. Path; represents this set of the candidate paths front;tiet;, and
there are links between these tiles which are useq pyepresented as b ;).

e The cost involved for any arc is represented ag;®(This cost is determined in terms
of the energy consumption calculated in joules involvedsiending a single bit of the
information from the tilg; to tile t;.
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Chapter 2

Literature Review

2.1 Research Papers

In this section the basic idea is to give the explanation aiesof the papers which are being
reviewed by me for reference to mapping algorithm.

2.1.1 AnEnergy-Aware Methodology for Mapping and Scheduling of Con-
current Applications in MPSoC Architectures

Rajaei et al.[[43] discusses about the EMAP for mapping whidbased upon the energy con-
sumption and proves to be best algorithm for mapping andisdimg of cocurrent applications.
EAMS algorithm finds the mapping of task of the applicationRacore in order to reduce the
energy consumption without performance loss including tasving deadline are satisfied.In
this algorithm, we use deterministic routing which usesdetuffers, resulting in less latency
and energy consumption. Also, deterministic routing atpars are deadlock and livelock free.
NoC architecture consists of set of heterogeneous IP comsisidered. EAMS algorithm par-
titioned the tasks into critical tasks, (having probabpitif failing deadline) and non-critical task
(not having probability of failing).

Algorithm for critical tasks given in the paper is as menédrhere. Arrange the critical tasks
list. Calculate the execution time of tasks on all PE’s. Taaking large execution time has

10
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higher priority. Choose the idle PE, assign highest pridagk from list and continue untill all
idle PE’s finishes or all critical task are assigned to PE'®fecution. Evaluate that tasks meet
their deadlines, if not then either use busy PE or find an apjai® PE for task. If busy PE are
used for execution of new task, then previous task will beeddd task list.

Algorithm for non-critical tasks is as mentioned. Arranfje hon-critical tasks list. Calculate
the average value(Deviation) of tasks meeting deadlingk faving large deviation has higher
priority. Choose the lowest power consuming idle PE, assighdst priority task from list for
execution of tasks.

Xsimulator which is object oriented tool, to evaluate iot@rnection network and EDF-ASAP,
EDF-ACAP two scheduling algorithms are used to evaluateggregaving, and performance(in
terms of traffic) of algorithms.

2.1.2 Spiral: A heuristic mapping algorithm for network on chip

A heuristics core mapping algorithm for 2D mesh topologiaked Spiral is proposed in this
paper [44]. To measure the efficiency and speed, spiral mg@lgorithm is compared with
genetic algoirthm. Spiral algorithm improves reductioremergy consumption. In this algo-
rithm, tasks are assigned to set of cores and tasks are imaihia task priority list(TPL). In
mesh topology, high degree of connection is present at casteompared to the boundary and
it forms platform priority list(PPL) which starts at cent@rmesh and ends at boundary switch
or router in spiral fashion.

Priority assignment rules are as mentioned. Task havingehnigize of data transfer should be
placed as close as possible to each other. The task whiclghtly related should have least
possible Manhattan Distance. Task which have high cormedegree(maximum degree of
task in task graph), should be placed at the center of mesioipp Task having higher priority
should be mapped spirally from center to boundary of medfigpia.

Techniques and tools used in this paper are:

¢ X-Y Routing algorithm.

11
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Figure 2.1: Spiral Mapping.
e MATLAB is used to evaluate the performance of spiral aldornt which measures energy

consumption.

e SMAP tool is capable of creating random graphs onto meskoptat

2.1.3 Bandwidth-aware application mapping for NoC based MPSoCs

A mapping method is proposed to schedule and map the tasks apglication onto NoC
architecture using ACO-based (Ant Colony Optimization) alpon in order to minimize the
bandwidth requirement of NoC [45]. With the help of the résult can be evaluated that using
X-Y routing algorithm, one can achieve reduction of arouB&oin required bandwidth. The
mapping algorithm is such that we get B = mipi( ) = min (v j) (Gi,j x dist(i,j)))

Biological ants finds the way to reach their food from theiroeyl This is the basic idea, which
author has concentrated upon, for finding the solution ofpkéblems, i.e. non-deterministic
polynomial problem.

e Initialize values of counter(NC), ants be numbered as k,@lizeetwork considered as S,
the T be the number of tasks and the values of the pherompne

— While (NC 0)

— for (ants from 1 to k)

12



2.1. Research Papers 13

— generate the tabu-search table Tabu

— for (each task j)

generate the probability such thepfj =

= S’ otherwisep; $ = 0

— assign task j to processor i according to the probab;ﬂ}f}y

— update the tabu-search table Tabu.
— end
— calculate the total bandwidth requiremdt

— end

— search the best ant which minimizes the valuB'ofBs'= min(BX))
— update the pheromone for the best ant

— end

— search the best ant and output the mapping results

2.1.4 GA-MMAS: An energy aware mapping algorithm for 2D net-
work on chip

Fang et all[46] proposed a mapping algorithm named GA-MMASe on Genetic Algo-
rithm (GA) combined with MAX-MIN Ant System Algorithm (MMAS$ to optimize en-
ergy consumption for NoC. In proposed technique, pheromareeitialized for MMAS
from the result of GA. GA in GA-MMS Algorithm is as discusseerb. Generate a ran-
dom population of valid solutions with the help of chromossmvhich consists of series
of genes.Each gene represents an IP core. With the help sd-oxer method as shown
in Fig. 2.2, next generation population is generated angssat 1000 threshold value.
With the help of genes, pheromone network is created. Frasetihhetwork path matrix
table is formed which shows mapping of tasks on IP core atidlized to MMAS.

13
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Figure 2.2: Cross-Over Order

MMAS in GA-MMAS : Each ant has one more table called stabléstalhich consists of
number of unassigned task to core. Task is assigned to IPacomrding to calculating
probability having higher value. After assignment entiynir stable table is deleted and
updated into path table. Calculate the fitness function msesf minimization of energy
consumed and then update the pheromone for best ant.

The algorithm can save about 60% of energy consumption.dlgithms are compiled
in C++ using 2D mesh platform on Window XP.

2.1.5 A3MAP: Architecture-aware analytic mapping for network on
chip

WOOYOUNG JANG et al. propose Architecture-Aware Analytiapping (ASMAP) al-
gorithms applied to Networks-on-Chip (NoCs) with homogerseBtocessing Elements
(PEs) on a regular mesh network and heterogeneous PEs oregmlar mesh network
[47]. An application mapping problem is exactly formulatedViixed Integer Quadratic
Programming (MIQP). Since MIQP is NP-hard, author propeseeffective heuristics,
a successive relaxation algorithm providing short run ficadled ASMAP-SR and a ge-
netic algorithm achieving high mapping quality, called ABRFGA. ASMAP algorithms
reduce total hop count and reduces traffic and communicdgtay between cores.

14
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2.1.6 Heuristic for routing and spiral run-time task mapping in NoC
based heterogeneous MPSoCs

El Hasan et al.[49] describes a new Spiral Dynamic Task Mappeuristic for mapping
applications onto NoC-based Heterogeneous MPSoC and neviiedadijkstra routing
algorithm proposed are capable of reducing the total ei@ttime and energy consump-
tion of applications. Proposed spiral heuristic based anMdified Dijikstra routing

Algorithm.

17
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Chapter 3
Problem Statement

Before formulating mapping problem, we assume that in oralg@etform mapping, we
are given with application that is characterized by set siksavhich performs scheduling
onto NoC cores. For appropriate understanding of mappioblem strategies, some
important definition need to be explained.

Definition 1 A Logical Application Trace Graph (LATG) & (A, E;) is an directed
acyclic graph, where; € A; represents task from list of application tasks ands E; is an
directed arc between application tasks, that shows conuation dependency between
tasksa;; andag,. Logical application trace graph is depicted in Hig.] 3.1 Hedrected
edge or arc has one property:-

— v(cj j) represents volume bits transferred between fronciai@c;.

Definition 2 NoC Architecture Characterization Graph (NACG)=&(T, L) repre-
sents undirected graph as shown in Hig.] 3.2, where verteg thade T shows tiles in
NoC architecture, wheredg=l; j = (;,tj) € Lt represents routing path betwegand
t;. Routing path in NACG consists of two properties :-

— €(lj,j) is average energy consumption of task in bits fitpandt;.
— Lat(lj ;) represents average latency of task fripandt;.
— band(lj j) is defined as bandwidth of link betwegrandt;.
Definition 3 A mapping functionQ) is represented & : A; — T, that shows map-
ping of application tasks from LATG onto tiles available iA8G, wherea; € A; and

Q(a) € T andQ(a) characterizes mapped tile in NACG. Fig._13.3 shows mapping of
application tasks onto NoC tile based architecture.
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Figure 3.2: NoC Architecture Characterization Graph
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Finally, the formulation of mapping problem is as follows:
Given: An LATG G = (A, Er) and NACGG = (T,LT),
Evaluate mapping functiom : A, — T, that maps task; € A, in LATG totilet; € T in
NACG,
such thatenergy consumption and average latency is minimized.[E#jrepresents the
flow of mapping of application task onto topology in order tt gptimized results in
terms of energy consumption and average latency.
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Chapter 4

Existing Mapping Algorithm

4.1 Random Mapping Algorithm

Random mapping algorithm for NoC is most commonly used mapaigorithm by dif-
ferent researchers, but there are many issues involvechdona algorithm. Issues such
as load balancing as shown in Fig. 14.1, latency, service @éintkqueuing time are not
handled by random algorithm for NoC. In random algorithmksaare mapped on the
cores randomly as discussed in Algorithin 1 . The worst casbeoélgorithm is, when
every time the same core is chosen for mapping the task. Aasks are mapped on
the same core, so, the new tasks to be mapped will remain igudee and wait for an
infinite period of time till the core is not ready to process tiew task. Once the core
is available task is mapped on the core. In the best case dbnamlgorithm for map-
ping, the randomly chosen cores will have an equal proltgldi be chosen, and task
will be mapped on to these cores uniformly. There are raracdsto obtain the best
case of the random algorithm. Let us consider a scenarioetleay time the last core
of the grid is chosen to map the tasks. If such a case existiétemcy involved to map
the tasks on the cores will be very high. So mapping the tasio dime cores in case of
random algorithm consumes a large amount of latency, setwiee, queuing time and the
energy consumption. To improve the performance of the nmgpalgorithm in this pa-
per, the horological, rotational and divide and conquer pivapalgorithms are proposed.
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Less Load

. High Load

Figure 4.1: Load balancing by random mapping algorithm in\&iC

Algorithm 1: Random Mapping Algorithm

Data: dst.coreas the destination core, id be the unique number assigned to each core and
id € [0,n), n x n mesh topology is given having cores andy, be the number of task.
Result Task mapped on cores randomly
while (t, > 0) do
dst.core = (id + intuniform(1,n)) % n;
/Ireturns a random core from n cores available.
Assign task to dstore;

th—

Random mapping algorithm for 3D NoC is similar to the randogodathm as dis-
cussed in 2D NoC mapping technique. Issues such as loadcbajazan be viewed in
Fig. [4.2 where the red color shows the most energy consunartgppthe NoC disk. In
random algorithm, tasks are mapped on the cores randomikastmthat of the 2D NoC
random mapping algorithm, as discussed in Algorithm 1.
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Figure 4.2: Load balancing by random mapping algorithm in\8iC
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Chapter 5
Proposed Approach

In this section the three proposed approaches are discwse proves to be better than
the existing random mapping algorithm in terms of latenogd balancing and energy
consumption. First approach discussed is horological mgpggorithm, in which the
cores are visited one by one guaranteeing load balancingleweores of the grid. Sec-
ond approach is the rotational mapping algorithm. In thest#isk are assigned to the cores
in rotation one by one guaranteeing the least latency iegbbluring mapping of tasks.
The third algorithm proposed in the paper is the divide antjoer mapping algorithm,
which provides an assurity of load balancing on the grid.

5.1 Horological Algorithm

As the name suggest, in this mapping algorithm the tasks apped horologically on
the cores one by one. As the task are assigned to the coresthiheore will process
these task, and after the processing of task, the core gty te execute the next task
in the queue. In this, the cores are allotted an d¢dreorologically. The first task in the
gueue is allocated to the first core, second task to the semmedand so on. When the
task on some core is completed, then a new task is allocati&dstoore. This algorithm
produces good results in terms of load balancing on the cbrdsthe accessing time
of the core increases as we moves towards the last core, gtlkast core having the
maximum access time. So the accessing time of the coresresas®d moving towards
the last core. Fig[_5l1 shows the allocation of task orn 8 mesh topology. For an
instance, suppose there are 8 tasks which are to be mapphd oares then even if the
core with coreid 8 is closer to the queue the task will not be assigned tastead tasks
will be assigned to the cores having cadel to coreid 7. Horological mapping proves

25
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to be better than the random mapping in terms of load balgresnshown in Fig[ 512,
gueuing time and service time. It also resolve the issue tifdneck existing in random
mapping algorithm. Hence the horological mapping algamifroves to be better over
the random mapping algorithm. Horological mapping aldnits given in AlgorithniD.

Algorithm 2: Horological Mapping Algorithm

Data: n x n Mesh topology having?® cores represented as c[i][f}, be the number of task.
Result Cores chosen horologically to map task.
while (t, > 0) do
for i:=0 to n-1 step 1do
for j:=0 to n-1 step 1do
L Assign the task to core c[i][j];

th——;

Horological mapping algorithm for 3D Networks on Chip is danio the 2D horolog-
ical mapping algorithm. The load balancing in case of thelgical mapping algorithm
for 3D NoC is shown in the Fid. 5.3. For the 3D NoC horologicapping algorithm the
same algorithm is followed which was there for 2D NoC horadagmapping.
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Figure 5.1: Horological mapping algorithm

27



5.1. Horological Algorithm

28

Less Load
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Figure 5.2: Load balancing by horological mapping algoniiin 2D NoC

Less Load

I High Load

Figure 5.3: Load balancing by horological mapping algoniin 3D NoC
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5.2 Rotational Algorithm

Rotational mapping algorithm is proposed in this paper ireotd minimize the latency
involved during the mapping of the task on to the core, buteth® no assurity of load
balancing in this mapping algorithm as shown in Fig] 5.4 oational algorithm task are
mapped on the cores in the rotational manner. Basic concehe @giroposed approach is
to reduce the amount of time required for mapping task on ¢ine.dn order to achieve
the goal it is required to map the task on the core which isgulatearest to the task
allocation queue, so whenever task has to be mapped, it ipedagn to the core which
is nearest to the allocation queue and is in ready stateit i®ready to accept the task
for execution. For this purpose the ports of routers areidensd to be very important.
In this task to be mapped is routed on to the elements (roatecsres) attached to the
ports of the router. For each router starting from port zerthé last port, task are passed
to each port in an sequential order. Once all the ports areedishen this procedure
repeats from first port of the router to the last port. In thesywhe algorithm is capable
of mapping multiple task on the cores till the task allocatiueue is not empty. As the
procedure repeats for each router considering all the puety time hence the algorithm
is called as rotational algorithm. Rotational mapping atban is given in Algorithni 3.

Algorithm 3: Rotational Mapping Algorithm
Data: n x n Mesh topology having? cores represented as c[i][f}, be the number of task, r[i][j]
be the router corresponding to core c[i][j], P[i][j] be the number oftpassociated to each
router, variable assign to track the assignment of the task on the corgilirelOk
Result Task mapped on cores by rotational Algorithm
while (t, > 0) do
assign = Owhile (assign = 1) do
K[i1[j] = KIil[j] % PLiGT; /K01 and Pi][j] are counters.
if c[i][j] is attached to port k[i][j] then
Assign the task to the c[i][j];
assign = 1;
K[[]++;
th——;
else
Pass the task on the router rfm][n] attached at port K][i][j];

i=m;

j=n
L K[ ++;
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Less Load

. High Load

Figure 5.4: Load balancing by rotational mapping algorithrfAD NoC

Rotational mapping algorithm in 3D networks on chip is samthatsof the 2D net-
works on chip, as described above. The concept of load hatai shown in the Fig.
B.5. The algorithm followed for mapping task on the coresgshe 3D NoC rotational
mapping is same as that of the one given above for 2D NoC.

5.3 Divide and Conquer Mapping Algorithm

In divide and conquer mapping algorithm, the main emphassiload balancing on r

n mesh topology. As the name suggest, in this algorithm fidd¥i2sh topology is divided
vertically into two (nearly equal) parts and then the dimsis carried out horizontally.
After each vertical and horizontal division the topologydisided into 4 sub-grids of
nearly equal dimensions(rowscolumns) as shown in Fig. 5.6. Different tasks from task
list, which are maintained in queue, are being mapped oriegsids in such a way that
load is equally balanced on the mesh topology. For this memach time the task has
to be mapped, the grids and sub-grids are further dividellvertically and horizontally.
The task is assigned to the core belonging to that sub-gridhioh there are least number
of task mapped. In this way the task mapped on the cores ofsdlare balanced, hence
there is an assurity of load balancing during the mappintnetask to the cores. For an
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Less Load

High Load

Figure 5.5: Load balancing by rotational mapping algorithrfBD NoC

instance let us consider a simple scenario for mapping taske8x 8 mesh topology,
first task from task list is mapped onto first core of first suiolgy Second task from task
list, is mapped onto 5th core belonging to second sub-ghidte similar way, 3rd task
mapped onto 33th core belonging to third sub-grids and ekt tnapped onto 37th core
which belongs to fourth sub-grids. So in this way, all taskepped onto mesh topology
as shown in Fig. 5]7, assuring the researcher to get a No@exrithie with complete load
balancing in Fig[5]8. Divide and conquer mapping algoritemiven in Algorithm4.

Algorithm 4: Divide And Conquer Mapping Algorithm
Data: n x n mesh havingy? cores and, number of tasks.
Step | : Divide grid vertically with one partition having; — 1] cores and other partition having
| 5] cores in each row.
Step Il : Divide grid horizontally with one partition having} — 1] cores and other partition
having| 3] cores in each column.
Step Il : Assign task to first core of each partition.
Step IV : Repeat above steps for each sub-grids obtained with vertical aneht@lifine
partitions till grid having exactly one core is obtained.
Step V : If all task are not assigned to the cores then repeat the full process gihove
considering the full n< n grid again.

The algorithm used for the divide and conquer mapping algoris same in the 3D

31



32

5.3. Divide and Conquer Mapping Algorithm
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Figure 5.6: Grid Divison into sub-grid
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Figure 5.7: Divide and conquer mapping algorithm
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Less Load

Figure 5.8: Load balancing by divide and conquer mappingrélgm in 2D NoC

NoC as that of the 2D NoC, discussed above. The concept of lalamding in case of
the 3D networks on chip mapping algorithm is shown in the [Bi§.

5.4 Energy Model

The objective function is to minimize the energy consumptiwhich can be mathemati-
cally represented as:

_ IRaa).a(a) |
min{ % e+ » V@j)x Y  eRo@yo@) (61
Varh Ve jek li.i€Ra(ay) Q(a)
satisfying conditions as
Va €A, VQ(a) €T (5.2)
Vay # &z, VQ(a) # Q(ar) (5.3)
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Figure 5.9: Load balancing by divide and conquer mappingrélgn in 3D NoC

The average energy consumption for transferring task fraat; can be represented
as follows:

t;;jk: N X NUMhops X ELink +N X (NUMhops— 1) X Erouter (5.4)

where,E| ik andErouterrepresents energy consumption of link and energy consump-
tion of router. In order to computeroutes We have to compute energy consumption of
buffer (Egutter), €nergy consumption of crossbar switél (,sshap) @nd energy consump-
tion of arbiter Earpiter). Earbiter 1S further divided into two parts : (iEcrossbarallocations
energy consumption of switch allocation and &) c allocation, €N€rgy consumption of
virtual channel allocationE, j,x can be computed as gievn in Equation 5.7. Energy con-
sumption of topology is calculated for all N tasks is givertEiquatior 5.B.

ERouter: EBuf fert ECrossbaH’ EArbiter (5-5)
EArbiter = ECrossba[AIIocation‘|‘ EVCAIIocation (5-6)
Rlink
P 5.7
Link Freq. ( )
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N
ETo’[al = Etask (5-8)
2

5.5 Latency Model

The mapping function for minimization of average latencyagfology can be mathemat-
ically formulated as:

_ IRaay) e
min{ % Latgq)+ » V(Gij)x > Lat(Ro(ay),0(a)) (5.9)
Var €A VCiijEt |i,j€RQ(at1)7Q(at2)
satisfying conditions as
Vag € A, VQ(a)eT (5.10)
Vay # &z, VQ(a) # Q(ar) (5.11)

The latency from tilg; to tile tj can be computed according to Equation 5.12. The
overall latency for all N tasks is calculated by Equafior3s.1
(¥,

Lat; ,gk= N X NUNMhopsx Latiink+ N X (NUMhops— 1) x Latrouter (®.12)

ask —

N
Latrotal = le—attask (5.13)
i=

Fig. [5.10 shows the % 3 NoC topology in the form of tile, where each tile consist
of cores (that can be IP core, DSP core etc.) and routersigtems crossbar switch,
routing algorithm and arbitration logic). Latency of siaghsk to be transferred across
channel areDipjection and Dejection respectively and latency of a task across router are
Dswitch Drouting @nd Dwaiting. 1N Fig. [5.11, we have considered link injection latency
(Dinjection), latency of first routerQswitch+ Drouting), inter-tile latency Dwaiting), second
router latency Drouting + Dswitch), and link ejection latencyejection). Latency flow of
single hop can be calculated according to Equdiion| 5.14:

Latencysinglehop= Dinjection+ (Drouting + Dswitch) + Dwaiting
+ (Drouting + Dswitch) + Dejection (5.14)
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Figure 5.10: NoC topology tile
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Figure 5.11: Latency flow in single hop
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Source IP core Destination IP core

Dlnjection DEjection

l)Router PRouter

Rsource RIntermediate RDestination

Figure 5.12: Latency flow in two hop from source to destinatiore

In order to calculate the latency from source to destinatare, we have assumed that
as task reaches to destination core, then the task is imtagdéccessible by destination
core. In Fig[5.1R, the latency involved, is considered femurce IP core to destination IP
core passing through routers @&&urce Rintermediate@Nd Rpestination The latency of task
having two hops between source and destination dokg {e .destination IS calculated as
given in Equatioft 5.15, whe/Source \\ydestinationgng\y/intermediaterapresents the waiting
time in routers. The average latency of task (L) can be caledlin Equation 5.16, where
PsourcedestinationiS probability of task to be generated.

source
Lsource sdestination= Dinjection+ (Drouting +Win ;= port T Dswitch

)
+Duwaiting + (Drouting + ngﬁ@;éjritate+ Dswitch)
)

destination (5'15)
+Dwaiting + (Drouting +Wport_>ejc + Dswitch
+Dejectiont (M— 1) (Dswitch+ Dwaiting)
L= Z Z I:)source—>destination>< I-source—>destination (5-16)

sourcedestination
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Chapter 6

Simulator Tool

6.1 OMNeT++

OMNeT++ is an object-oriented modular discrete event ntvgonulation framework.
OMNeT++ itself is not a simulator of anything concrete, bather provides infrastruc-
ture and tools for writing simulations. One of the fundanaémgredients of this in-
frastructure is a component architecture for simulatiordet® OMNeT++ simulations
can be run under various user interfaces. Graphical, amgaser interfaces are highly
useful for demonstration and debugging purposes, and cowliitee user interfaces are
best for batch execution. The simulator as well as userfates and tools are highly
portable. They are tested on the most common operatingmsggtieinux, Mac OS/X,
Windows), and they can be compiled out of the box or afterakmodifications on most
Unix-like operating systems. OMNeT++ also supports pafallstributed simulation.
OMNeT++ can use several mechanisms for communication legtywartitions of a par-
allel distributed simulation.

An OMNeT++ model consists of modules that communicate widssage passing. The
active modules are termed simple modules; they are writted+i+, using the simula-
tion class library. Simple modules can be grouped into camdanodules. OMNeT++
execution has different phases and these phases are sholenform of the flowchart
as shown in the Fig._6.1 NED files specify the structure of amypgonent in the simu-
lator. There are different types of NED files: Network and Mledfiles. The Network
NED file contains all elements of a simulation (i.e., all lspgbuters, connections, etc.)
Any simulation will have 1 Network, defined in a NED file. Mo@UNED files detail the
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structure of any simulation component. They can be definedrsevely. For example,
a Router module has submodules such as a RoutingTable, Bdhattt interfaces, and
an IP-Layer. A module may have parameters specified in the NEDwhich serve as
inputs to the module at runtime. Since any module in the sitran is a submodule of
another module or a submodule in a network, any module inithelation has a Path.

6.2 Orion 2.0

Orion, interconnection network simulator is used to deteenthe a power-performance
which can provide the power characteristics in full desergmanner, along with these
performance characteristics, it also enables a poweoyaance of the system at a archi-
tecture level. This capability is provided within a gendratmework that builds a simula-
tor starting from a micro architectural specification of thierconnection network. A key
component of this construction is the architectural-I@astametrized power models that
we have derived as part of this effort. Using component panadlels and a synthesized
efficient power (and performance) simulator, a micro asgtican rapidly explore the
design space. As case studies, we demonstrate the use ofi@determining optimal
system parameters, in examining the effect of diverse ¢raffinditions, as well as eval-
uating new network micro architectures. Fig.|6.2 shows thwdhart for the execution
in the Orion Simulator. In each of the above, the ability togitaneously monitor power
and performance is key in determining suitable micro aedhitres|[50].
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An OMNeT++ model is build from components (modules) which communicate by
exchanging messages. Modules can be nested, that is, several modules can be
grouped together to form a compound module. When creating the model, you need
to map your system into a hierarchy of communicating modules.

Define the model structure in the NED language. Edit NED in a text editor or in the
graphical editor of the Eclipse-based OMNeT++ Simulation IDE.

The active components of the model (simple modules) have to be programmed in
C++, using the simulation kernel and class library.

Provide a suitable omnetpp.ini to hold OMNeT++ configuration and parameters to
your model. A config file can describe several simulation runs with different
parameters.

Build the simulation program and run it. Link the code with the OMNeT++ simulation
kernel and one of the user interfaces OMNeT++ provides. There are command line
(batch) and interactive, graphical user interfaces.

Simulation results are written into output vector and output scalar files. You can use
the Analysis Tool in the Simulation IDE to visualize them. Result files are text-based,
so can be processed with R, Matlab or other tools.

Figure 6.1: OMNeT++ execution flowchart.
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Figure 6.2: Orion execution flowchart.
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Chapter 7

Design Analysis

Figure 7.1: Mesh Topology
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Figure 7.2: 3D Mesh Topology
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Chapter 8
Experimental Results

For implementation purpose, we have used OMNeT++ simukdtorg with the use of
in-built mapping package. In order to implement proposegping algorithms, we have
considered the 2-dimensional>8 8 mesh topology for NoC. Initially, the application
tasks are maintained in the task list, which can be the qudtredh that task list, tasks are
mapped on the cores, following the proposed mapping algustas mentioned in section
4. We have perform simulation varying the number of tasksféd to 128 and compared
the results in terms of latency, queuing time, service time energy consumption. Fig.
[8.1 shows average latency of proposed mapping algorithnmsdsh topology, and results
are compared with random mapping algorithm.

Fig.[8.2E8.% gives graphical analysis of queuing time ford@m and proposed map-
ping algorithms, and comparison of total queuing time isegiin Fig. [8.6. Results
obtained for service time required by each task, using OMiNeJimulator, are shown in
Fig.[8.7E8.1D. Best mapping algorithm, in terms of total &@rtime can be obtained by
the comparative analysis of mapping algorithms as showigiri&11.

In order to compute the energy consumption of topology, weehesed Orion 2.0
simulator. With the help of orion simulator, we calculate #nergy consumption of link
represented &S, j,x and energy consumption of router representeBragier Tablel8.1
shows the energy of router at different loads. Table 8.2xsgmts the energy consumption
of link at different link length and different load. With thelp of Equation 54, we com-
pute the energy consumption of individual core in mesh togpusing random mapping
and proposed mapping algorithm as shown in Fig. 1d.12 18.15npgacative analysis of
energy consumption using mapping algorithms are givengd&@6 Tabl€ 813 shows the
comparison of proposed and random mapping algorithm ind@fraverage latency, total
gueuing time and total service time for mesh topology.
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Figure 8.12: Energy consumption of cores in random mapppgyighm

Table 8.2: Energy of link (in pJ) at different load and linki¢gh (in mm)
Link Length

Lload I1mm 2mm 3mm 4mm 5mm 6mm

0.2 7.65 1531 2297 30.63 38.28 4594
0.4 12.10 2420 36.30 48.40 6050 72.60
0.6 16.54 33.08 49.62 66.17 8271 99.20
0.8 20.98 4197 62.95 8394 10493 125.91
1 2542 50.085 76.28 101.71 127.14 152.57
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Table 8.3: Comparison of average Latency, total queuing éintetotal service time of map-
ping algorithms (in ns)
S. No. Mapping Algorithms  Average Latency Total Queuing @imTotal Service Time

1 Random 565.31 797.82 411.81
2 Horological 546.78 732.33 252.05
3 Rotational 466.95 602.42 202.11
4 Divide and Conquer 526.78 687.17 241.29
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Figure 8.17: Average latency (in pJ) in mapping algorithm3D mesh topology

After implementing the proposed mapping algorithms on 2Bmtepology, we have
also implemented on 3D mesh topology. For simulation pwepage have considered
4 x 4 x 4 3D mesh topology. Figl_8.17 shows average latency congraiisrandom
mapping and proposed mapping algorithms. Queuing timentdgerandom mapping
algorithm is shown in Fig[_8.18, whereas queuing time usirappsed algorithms are
given in Fig.[8.18-8.21. Comparison of total queuing time @&fpping algorithms are
plotted in Fig.[8.2R. Service time in 3D mesh topology in caBeandom mapping is
given in Fig[8.28 and Fig. 8.74-8126 shows service time oppsed mapping algorithms.
The overall comparison of total service time of mapping gt in given in Fig.[8.2]7.
Energy consumption in case of the random mapping algorighshown in the Fid._8.28.
For the description of the results obtained in case of thelbgical mapping algorithms
for 3D mesh topology, Fid. 8.29 can be consulted. The restittse energy consumption
in case of the rotational mapping algorithm are representédy.[8.30. In Fig[8.31, the
energy consumption of the divide and conquer mapping dlgarfor 3D mesh topology
is shown. Fig[(8.32 is the comparative analysis of the enesggumption for the random,
horological, rotational and divide and conquer mappingadgm.
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Figure 8.18: Queuing time (in ns) in 3D mesh topology in randoapping
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Figure 8.19: Queuing time (in ns) in 3D mesh topology in hogadal mapping
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Figure 8.20: Queuing time (in ns) in 3D mesh topology in riotzl mapping
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Figure 8.21: Queuing time (in ns) in 3D mesh topology in dévathd conquer mapping
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Figure 8.23: Service time (in ns) in 3D mesh topology in randoapping
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Figure 8.24: Service time (in ns) in 3D mesh topology in hogatal mapping
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Figure 8.25: Service time (in ns) in 3D mesh topology in liotzl mapping
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Figure 8.26: Service time (in ns) in 3D mesh topology in dévathd conquer mapping
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Chapter 9

Conclusion

Mapping algorithms need to be mapped on the most suitabés arch that the latency,
service time, queuing time and the energy consumption aremized. Different mapping
algorithms are provided by different researchers but abé¢halgorithm consider different
parameters. So our main emphasis is to propose such a maggorghm which is best
suitable in terms of latency, service time, queuing time emergy consumption. Along
with this, the mapping algorithm should map the tasks on¢octbres in such a way that
load is balanced on to the grid to avoid problem of overhgatiil the algorithms being
discussed are generalized and hence can be implementeé 8Dtmesh topology for
NoC. We have simulated the mapping algorithms for 2D as weSlamesh topology.
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Chapter 10

Future Work

Working on the arbitrator based IP cores in the mesh topoleggmalized the conceptual
idea about the arbitrator based core mapping algorithm. Aduae extension to this
work i will simulate the concept of arbitrator based core piag in OMNeT++ and will
compare the results with other mapping algorithm.
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