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ABSTRACT 

 

Watermarking is a data hiding technique and is highly reliable for copyright 

protection in case of digital data transmission. Contourlet Transform is used for 

watermarking purposes as in order to extract the directionalities and geometric 

shapes. It is highly efficient in terms of non-linear approximations thereby quite 

reliable for image compression. DWT and SVD techniques though provide a 

high frequency resolution but lack in the fulfilment of directions and geometric 

shapes, which is thus provided by Contourlet Transform. In my thesis, i have 

proposed the differences in the DWT and SVD techniques than Contourlet 

Transform and then combined their benefits in order to yield a transform with a 

better PSNR and more directionalities and geometric shapes. The technique for 

watermarking proposed in the thesis provides better horizontal and vertical 

directions and also provides high robustness. Therefore, the proposed scheme of 

watermarking is tested and proven to be highly reliable and robust. 
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CHAPTER 1 

INTRODUCTION 

1.1 History 
Although the art of paper making was invented in China over a thousand years earlier, 

paper watermarks did not appear until about 1282, in Italy. The marks were made by 

adding thin wire patterns to the paper molds. The paper would be slightly thinner where 

the wire was and hence more transparent. The meaning and purpose of the earliest 

watermarks are uncertain. They may have been used for practical functions such as 

identifying the molds on which sheets of papers were made, or as trademarks to identify 

the paper maker. On the other hand, they may have represented mystical signs, or might 

simply have served as decoration.[1] 

By the eighteenth century, watermarks on paper made in Europe and America had 

become more clearly utilitarian. They were used as trademarks, to record the date the 

paper was manufactured and to indicate the sizes of original sheets. It was also about this 

time that watermarks began to be used as anti counterfeiting measures on money and 

other documents. 

The term watermark seems to have been coined near the end of the eighteenth century 

and may have been derived from the German term wassermarke (though it could also be 

that the German word is derived from the English). The term is actually a misnomer, in 

that water is not especially important in the creation of the mark. It was probably given 

because the marks resemble the effects of water on paper.[2] 

1.2  Watermarking 
The sudden increase in watermarking interest is most likely due to the increase in concern 

over copyright protection of content. Watermarking has been considered for many copy 

prevention and copyright protection applications. In copy prevention, the watermark may 

be used to inform software or hardware devices that copying should be restricted. In 

copyright protection applications, the watermark may be used to identify the copyright 

holder and ensure proper payment of royalties.[3] 

 

Digital watermarking is a key ingredient to copyright protection. It provides a solution to 

illegal copying of digital material and has many other useful applications such as 

broadcast monitoring and the recording of electronic transactions.[4] 
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1.3 Techniques of Watermarking: 

 

Figure 1.1: Techniques of Watermarking  

Human perception is also used as a criterion to classify the watermarking techniques. Visible 

and invisible watermarks are of this type. Logos are the examples of the visible watermarks 

that indicate the owner of the content. An usual way of visible image watermarking is to print 

“©date,owner” mark onto the image. One disadvantage of visible watermarks is that it can be 

easily removed from the digital cover image. Invisible watermarks alter the media in a way 

that they are perceptually unnoticeable. They can only be detected by using an appropriate 

detection method. They identify the owner of the digital media. Unlike visible watermarks, 

the invisible watermarks could not be removed from the media because they became an 

integral component of the content after being embedded. However, they can be made 

undetectable by some manipulations and distortions called “attacks”. The watermark, ideally, 

must be resilient to all possible attacks. Proof of ownership is another application area for 

invisible watermarks; however, it needs a higher level security than owner identification. 

Craver et al. proposed a watermarking scheme that can be applied on a watermarked image, 

to allow multiple claims of rightful ownership. The two types of invisible watermarks are 

robust and fragile watermarks. Purpose of the robust algorithms is the endurance of 

watermark after possible distortions such as possible compressions, filtering and noise 

additions. However, the fragile watermarks are used to detect if there is any manipulation or 

modification on the digital content. These modifications would change or destroy the 

watermark. Fragile watermarks can be used for content authentication such as trustworthy 

camera. A watermark is embedded into the frame when it is captured by the camera. The 

watermark will be lost if any altering made so verifying if the frame is the original captured 

one or not. The invisible robust watermarks are divided into two categories as private and 
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public watermarks, as described in previous section. The private algorithms need the original 

content to detect the watermark where the public watermarks do not need.  

According to the applications, the watermark could be classified as source based and 

destination based watermarks. In the source based algorithms, all the copies are watermarked 

with a unique watermark and used for ownership identification or authentication. The 

watermark identifies the owner of the content. However, the destination based watermarks 

(fingerprints) are embedded individually to each copy and used to mark out the buyer in the 

case of an unlawful operation. Fingerprints can be used for broadcast monitoring. A unique 

watermark is embedded into each video or audio-clip before broadcasting. Automated 

computers monitor the broadcast and detect when and where each clip is appeared. Another 

application area of the watermarks is copy control. The digital media can be copied without 

sacrificing quality. To check this, a watermark can be inserted in a media such that a recorder 

would not copy it if it detects a watermark that indicates copying is illegal. However, this 

could be successful if all the manufactured recorders can implement watermark detection 

algorithms. 

1.4 Applications of Watermarking 
Watermarking can be used in a wide variety of applications. In general, if it is useful to 

associate some additional information with a work, this metadata can be embedded as a 

watermark. There are seven proposed or actual watermarking applications: broadcast 

monitoring, owner identification, proof of ownership, transaction tracking, authentication, 

copy control, and device control.[5] 

  

1.4.1 Broadcast Monitoring: 
There are a number of potential problems with implementing passive monitoring 

systems. First, comparing the received signals against a database is not trivial. In 

principle, dividing the signals into recognizable units, such as individual frames of 

video, and search for the min the database. However, each frame of video consists 

of several million bits of information, and it would be impractical to use such a 

large bit sequence as an index for a database search. Thus, the system must first 

process the received signals into smaller signatures that are rich enough to 

differentiate between all possible Works yet small enough to be used as indices in 

a database search. Defining these signatures are difficult. Furthermore, 

broadcasting generally degrades the signals, and this degradation might vary 

overtime, with the result that multiple receptions of the same Work at different 

times might lead to different signatures. This means that the monitoring system 

cannot search for an exact match in its database. Instead, it must perform a nearest 

neighbour search, which is known to be substantially more complex. Because of 

the difficulty of deriving meaningful signatures. 

Watermarking is an obvious alternative method of coding identification 

information for active monitoring. It has the advantage of existing within the 

content itself, rather than exploiting a particular segment of the broadcast signal, 

and is therefore completely compatible with the installed base of broadcast 

equipment, including both digital and analog transmission. The primary 
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disadvantage is that the embedding process is more complicated than placing data 

in the VBI or in file headers. There is also a concern, especially on the part of 

content creators, that the watermark may degrade the visual or audio quality of the 

Work. Nevertheless, there are a number of companies that provide watermark 

based broadcast monitoring services.[6] 

 

1.4.2 Owner Identification: 
Through 1988, if copyright holders wanted to distribute their Works without 

losing any rights, they had to include a copyright notice in every distributed copy. 

After 1988, this was changed so that the copyright notice is now no longer 

required. However, if a Work that is protected by copyright is misused, and the 

courts choose to award the copyright holder damages, that award can be 

significantly limited if a copyright notice of acceptable form and placement was 

not found on the distributed material. The exact form of the copyright notice is 

important. For visual Works, it must say either “Copyright date owner,” “c  date 

owner,” or “Copr. Date owner.” Furthermore later as the time passed by when 

Digimarc’s detect or recognizes a watermark, it contacts a central database over 

the Internet, and uses the watermark message as a key to find contact information 

for the image’s owner. At present, given that the exact form of a copyright notice 

holds such legal significance, a copyright notice in a watermark probably would 

not suffice as an alternative to including the standard “c  notice. However, the 

system does make it easier for honest people to find out who they should contact 

about using an image.[6] 

 

1.4.3 Proof of Ownership: 
It is enticing to try to use watermarks not just to identify copyright ownership but 

to actually prove ownership. This is something a textual notice cannot do, because 

it can be so easily forged. To achieve the level of security required for proof of 

ownership, it is probably necessary to restrict the availability of the detector. 

When an adversary does not have a detector, removal of a watermark can be made 

extremely difficult. For example if we consider two people with two different 

image named Alice and Bob therefore, when Alice and Bob go before the judge, 

Alice would produce her original copy of the image. Her original, and the 

disputed copy, would be entered into the watermark detector, and the detector 

would detect Alice’s watermark. However, even if Alice’s watermark cannot be 

removed, Bob might be able to undermine her. As pointed out by Craver et al. 

Bob, using his own watermarking system, might be able to make it appear as 

though his watermark were present in Alice’s original copy of the image. Thus, a 

third party would be unable to judge whether Alice or Bob had the true original. 

This problem can be solved if we make a slight change in the problem statement. 

Instead of trying to directly prove ownership by embedding an “Alice owns this 

image” watermark message in it, we will instead try to prove that one image is 

derived from another. Such a system provides indirect evidence that it is more 
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likely the disputed image is owned by Alice than by Bob, in that Alice is the one 

who has the version from which the other two were created. The evidence is 

similar to that provided if Alice were to produce the negative from which the 

image was created, except that it is stronger, in that Bob can fabricate a negative 

but cannot fabricate a fake original that passes our test.[6] 

 

1.4.4 Transaction Tracking: 
In this application of watermarking, the watermark records one or more 

transactions that have taken place in the history of the copy of a Work in which it 

is embedded. For example, the watermark might record the recipient in each legal 

sale or distribution of the Work. The owner or producer of the Work would place 

a different watermark in each copy. If the Work were subsequently misused 

(leaked to the press or redistributed illegally), the owner could find out who was 

responsible.[6] 

 

1.4.5 Content Authentication: 
It is becoming easier and easier to tamper with digital Works in ways that are 

difficult to detect. For example, consider a image authentication system that stores 

the metadata in a JPEG header field. If the image is converted to another file 

format that has no space for a signature in its header, the signature will be lost. 

When a signature is lost, the Work can no longer be authenticated. A preferable 

solution might be to embed the signature directly into the Work using 

watermarking. Epson offers such a system as an option on many of its digital 

cameras. We refer to such an embedded signature as anauthentication mark. 

Authentication marks designed to become invalid after even the slightest 

modification of a Work are called fragile watermarks. The use of authentication 

marks eliminates the problem of making sure the signature stays with the Work. A 

different type of information that might be learned from examining a modified 

authentication mark is whether or not lossy compression has been applied to a 

Work. The quantization applied by most lossy compression algorithms can leave 

tell tale statistical changes in a watermark that might be recognizable. Conversely, 

we might not care about whether a Work was compressed, and might only be 

concerned with whether more substantial changes were made. This leads to the 

field of semi-fragile watermarks and signatures, which survive minor 

transformations, such as lossy compression, but are invalidated by major 

changes.[6] 

 

1.4.6 Copy Control: 
Most of the applications of watermarking discussed so far have an effect only 

after someone has done something wrong. In the copy control application, we aim 

to prevent people from making illegal copies of copyrighted content. The first and 

strongest line of defense against illegal copying is encryption. By encrypting a 

Work according to a unique key, we can make it unusable to anyone who does not 
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have that key. The key would then be provided to legitimate users in a manner that 

is difficult for them to copy or redistribute. There are three basic ways an 

adversary might try to overcome an encryption system. The first, and most 

difficult, is to decrypt the data without obtaining a key. This usually involves 

some form of search, in which the adversary exhaustively tries decrypting the 

signal with millions of keys. If the cryptographic system is well designed, the 

adversary will have to try every possible key. This is impractical if the keys are 

longer than 50 bits or so. An easier approach for the adversary is to try to obtaina 

valid key. This might be done by reverse engineering hardware or software that 

contains the key. Because watermarks are embedded in the content itself, they are 

present in every representation of the content and therefore might provide a better 

method.[6] 

 

1.5 Properties of Watermarking: 
Watermarking systems can be characterized by a number of defining properties. The 

relative importance of each property is dependent on the requirements of the application 

and the role the watermark will play. In fact, even the interpretation of a watermark 

property can vary with the application. Properties typically associated with a watermark 

embedding process: effectiveness, fidelity, and payload. Properties typically associated 

with detection: blind and informed detection, false positive behavior, and robustness. 

Then exttwo properties, security and the use of secret keys, are closely related in that the 

use of keys is usually an integral part of any security feature inherent in a watermarking 

scheme. The section concludes with a discussion of the various costs associated with both 

watermark embedding and watermark detection.[7] 

 

1.5.1 Embedding Effectiveness: 
We define a watermarked Work as a Work that when input to a detect or results in a 

positive detection. With this definition of watermarked Works, the effectiveness of a 

watermarking system is the probability that the output of the embedder will be 

watermarked. In other words, the effectiveness is the probability of detection 

immediately after embedding. This definition implies that a watermarking system 

might have an effectiveness of less than 100%. Although 100% effectiveness is 

always desirable, this goal often comes at a very high cost with respect to other 

properties.[7] 

 

1.5.2 Fidelity: 
We may define the fidelity of a watermarking system as the perceptual similarity 

between the unwatermarked and watermarked Works at the point at which they are 

presented to a consumer.[7] 
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1.5.3 Data Playload: 
Data payload refers to the number of bits a watermark encodes within a unit of time or 

within a Work.[7] 

 

1.5.4 Blind or Informed Detection: 
In other applications, detection must be performed without access to the original 

Work. Consider a copy control application. Here, the detector must be distributed in 

every consumer recording device. Having to distribute the unwatermarked content to 

every detector would not only be impractical, it would defeat the very purpose of the 

watermarking system.[7] 

 

1.5.5 False Positive Behaviour: 
Equivalently, we can discuss the probability that a false positive will occur in any 

given detector run. There are two subtly different ways to define this probability, 

which are often confused in the literature. They differ in whether the watermark or the 

Work is considered the random variable. In the first definition, the false positive 

probability is the probability that given a fixed Work and randomly selected 

watermarks the detector will report that a watermark is in that Work. The watermarks 

are drawn from a distribution defined by the design of a watermark generation system. 

Typically, watermarks are generated by either a bit encoding algorithm or by a 

Gaussian, independent random number generator. In many cases, the false positive 

probability, according to this first definition, is actually independent of the Work, and 

depends only on the method of watermark generation. In these conditions, the false 

positive probability is the probability that given a fixed watermark and randomly 

selected Works the detector will detect that watermark in a Work. The distribution 

from which the Work is chosen is highly application dependent. Natural images, 

medical images, graphics, music videos, and surveillance video all have very different 

statistics. The same is true of rock music, classical music, and talk radio. Moreover, 

while these distributions are different from one another, they are also likely to be very 

different from the statistics of the watermark generation system. Thus, false positive 

probabilities based on this second definition can be quite different from those based 

on the first definition.[7] 

 

1.5.6 Robustness:  
Robustness refers to the ability to detect the watermark after common signal 

processing operations. Not all watermarking applications require robustness to all 

possible signal processing operations. Rather, a watermark need only survive the 

common signal processing operations likely to occur between the time of embedding 

and the time of detection. In some cases, robustnesss may become completely 

irrelevant, or even undesirable. In fact, an important branch of watermarking research 

focuses on fragile watermarks. A fragile watermark is one designed so that it is not 

robust.[7] 
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1.5.7 Security: 
This is usually the case when a watermark is used to provide enhanced functionality 

to consumers. However, for applications that do require some level of security it is 

important to understand the distinctions between these types of attack. Unauthorized 

removal refers to attacks that prevent a Work’s watermark from being detected. It is 

common to distinguish between two form so for authorized removal: elimination 

attacks and masking attack. Intuitively, elimination of a watermark means that an 

attacked Work cannot be considered to contain a watermark at all. Masking of a 

watermark means that the attacked Work can still be considered to contain the 

watermark, but the mark is undetectable by existing detectors. Unauthorized 

detection, or passive attacks, can be broken down into three levels of severity. The 

most severe level of unauthorized detection occurs when an adversary detects and 

deciphers an embedded message. This is the most straight forward and comprehensive 

form of unauthorized reading. A less severe form of attack occurs when an adversary 

can detect watermarks, and distinguish one mark from another, but cannot decipher 

what the marks mean. Because watermarks refer to the Works in which they are 

embedded, the adversary might be able to divine the meanings of the marks by 

comparing them to their cover Works. The least severe form of attack occurs when an 

adversary is able to determine that a watermark is present, but is neither able to 

decipher a message nor distinguish between embedded messages. In general, passive 

attacks are of more concern in steganography than in watermarking, but there are 

watermarking applications in which they might be important.[7] 

 

1.5.8 Secret Key: 
The purpose of security key should have a well designed chipper and a well-designed 

cipher should meet the following standards: 

a.  Knowledge of the encryption and decryption algorithms should not compromise 

the security of the system. 

b. Security should be based on the use of keys. 

c. Keys should be chosen from a large key space so that searching over the space of 

all possible keys is impractical. 

It is desirable to apply the same standards to watermarking algorithms. However, the 

security requirements for watermarks are often different from those for ciphers. 

Therefore, we cannot simply adapt cryptographic methods to watermarking. 

Cryptography is only concerned with the prevention of unauthorized reading and 

writing of messages. It can therefore be used in watermarking to prevent certain forms 

of passive attack and forgery, but it does not address the issue of watermark removal. 

Ideally, it should not be possible to detect the presence of a watermark in a Work 

without knowledge of the key, even if the watermarking algorithm is known. Further, 

by restricting knowledge of the key to only a trusted group (i.e., by preventing an 

adversary from learning the key), it should become extremely difficult,  if not 
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impossible, for an adversary to remove a watermark without causing significant 

degradation in the fidelity of the cover Work. Because the keys used during 

embedding and detection provide different types of security from those used in 

cryptography, it is often desirable to use both forms of key in a watermarking system. 

That is, messages are first encrypted using one key, and then embedded using a 

different key. To keep the two types of keys distinct, we use the terms cipher key and 

watermark key, respectively.[7] 

1.5.9 Modification and Multiple Watermarks: 
When a message is embedded in a cover Work, the sender may be concerned about 

message modification. Whereas the ability to modify watermarks is highly 

undesirable in some applications, there are others in which it is necessary. For 

example, American copyright law grants television viewers the right to make a single 

copy of broadcasted programs for time-shifting purposes (i.e., you are permitted to 

make a copy of a broadcast for the non commercial purpose of watching that 

broadcast at a later time). However, you are not permitted to make a copy of this 

copy. Thus, in copy control applications, the broadcasted content may be labelled 

copy-once and, after recording, should be labelled copy-no-more. Finally, each 

website might embed a unique watermark in each Work it sells for the purpose of 

uniquely identifying each purchaser.[7] 

 

 

1.5.10 Cost: 
The economics of deploying watermark embedders and detectors can be extremely 

complicated and depends on the business models involved. From a technological 

point of view, the two principal issues of concern are the speed with which 

embedding and detection must be performed and the number of embedders and 

detectors that must be deployed. Other issues include whether the detectors and 

embedders are to be implemented as special-purpose hardware devices or as software 

applications or plug-ins. In broadcast monitoring, both embedders and detectors must 

work in (atleast) real time. This is because the embedders must not slow down the 

production schedule, and the detectors must keep up with rea time broadcasts. On the 

other hand, a detector for proof of ownership will be valuable even if it takes days to 

find a watermark. Such a detector will only be used during ownership disputes, which 

are rare, and its conclusion about whether the watermark is present is important 

enough that the user will be willing to wait. Furthermore, different applications 

required for different numbers of embedders and detectors. Many watermarking 

systems are designed to carry very small data payloads (on the order of 8 bits or 

fewer), with very high robustness, very low false positive probability, and or very low 

cost. Such systems typically employ codes that cannot be expanded to 80 bits. 

Furthermore, the tests performed by Stirmark are not critical to many applications that 

do not have stringent security requirements. They also do not represent a 
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comprehensive test of the security required in applications in which an adversary is 

likely to have a watermark detector.[7] 

 

1.6 Data Hiding Techniques: 

 

 

  

 

Figure 1.2: Data Hiding Techniques 

 

1.6 Difference between Steganography, Cryptography and Watermarking 

 

1.6.1 Comparison of Steganography and Cryptography:[8-

10] 

 Steganography and Cryptography are closely related. 

 Cryptography scrambles messages so it can’t be understood. Steganography 

on the other hand, hide the message so there is no knowledge of the existence 

of the message. 

 With Cryptography, comparison is made between portions of the plaintext and 

portions of the cipher text. In Steganography, comparison may be made 

between the cover-media, the stego-media, and possible portions of the 

message. 

 The end result in Cryptography is the cipher text, while the end result in 

Steganography is the stego-media. 

 

1.6.2 Comparison of Steganography and Watermarking:[8-

10] 

 Steganography performs message hiding such that an attacker cannot detect 

the presence of the message in the image/audio/video. 

 Watermarking hides the message such that an attacker cannot tamper with the 

message contained within the image/audio/video. 

 Steganography methods are in general not robust i.e. the hidden information 

cannot be recovered after data manipulation. 

 Watermarking as opposed to Steganography has the additional notion of 

robustness against attacks. 

 

 

Steganography Cryptography Watermarking 

Data Hiding Technique 
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1.6.3 Comparison of Cryptography and Watermarking:[8-

10] 

 Cryptography only provides security through encryption and decryption. 

However, encryption cannot help the seller monitor how a legitimate 

customer handles the content after decryption. So there is no protection after 

decryption. 

 Watermarking can protect the content even after decoding. 

 Cryptography is only about protecting the content of the message. 

 Watermarks are inseparable from the cover in which they are embedded so in 

addition to protecting content watermarking provide many other applications 

like, copyright protection, ID card security, etc. 

 Cryptographic system is broken when the attacker can read the secret 

message. 

 Watermarking system has 2 stages to break through: 

1. The attacker can detect that watermarking has been made. 

2. The attacker is able to read, modify or remove the hidden message. 

 

1.6.4 Combining Steganography and Cryptography:[8-10] 
 

The message can also be encrypted before it is hidden inside a cover message. 

This provides a double layer of protection. To begin with, encryption may 

make the existence of the message even more difficult to detect, due to the fact 

that some encryption techniques cause the patterns of the characters in the 

encrypted version to be more random than in the original version. In addition, 

even if the existence of the encrypted message is detected, it is unlikely that an 

eavesdropper will be able to read the message. 
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CHAPTER 2. 

TYPES OF ENCODING 

2.1 Spatial Watermarking (spatial domain)[11-14] 

 Low level Encoding. 

 Easily attacked. 

 Use of Image Analysis Operation, e.g. Edge Detection/Color Separation. 

 

2.2 Spectral Watermarking (frequency domain)[11-14] 

 Many types due to variety of transforms. 

 Adjustments made in frequency domain. 

 More robust. 

 Decomposition of Image. 

 Addition of Watermark. 

 Re-composition of Image. 

 

2.3 Frequency domain Implementation: 
 

2.3.1 Discrete Cosine Transform: 
 Similar to discrete fourier transform (DFT), discrete cosine transform (DCT) is a 

function that maps the input signal or image from spatial domain to frequency 

domain. DCT transforms the input into a linear combination of weighted basis 

functions. These basis functions are the frequency component of the input data [15]. 

The two-dimensional DCT is just a one-dimensional DCT applied twice, once in the x 

direction, and again in the y direction. When you apply the DCT to an input image, it 

yields a matrix of weighted values corresponding to how much of each basis function 

is present in the original image [16]. For most images, much of the signal energy lies 

at low frequencies; these appear in the upper-left corner of the DCT [17]. The lower-

right values represent higher frequencies, and are often small – small enough to be 

neglected with little visible distortion [18]. With an input image, f(x,y), the 

coefficients for the output image, F(u,v) are (2D-DCT) [19]: 

 

F(u,v) = 
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Inverse transform (2D-IDCT) are: 

 

f(x,y) =  
 

   
                     

        

  
     

        

  
    

    

 

where, x = 0,1,.........,M-1 

            u = 0,1,.........,M-1 

            y = 0,1,.........,N-1 

            v = 0,1,.........,N-1 

            C(u), C(v) = {1/   ,u,v = 0 ; 1, u,v    

 

2.3.2 Disadvantages of DCT: 

 Only spatial correlation of the pixels inside the single 2-D block is considered and the 

correlation from the pixels of the neighboring blocks is neglected [20]. 

 Impossible to completely decorrelate the blocks at their boundaries using DCT. 

 Undesirable blocking artifacts affect the reconstructed images or video frames. (high 

compression ratios or very low bit rates) [21]. 

 Scaling as add-on additional effort 

 DCT function is fixed cannot be adapted to source data. 

 Does not perform efficiently for binary images (fax or pictures of fingerprints) 

characterized by large periods of constant amplitude (low spatial frequencies), 

followed by brief periods of sharp transitions [22]. 

 

2.3.3 Advantages of DWT over DCT: 

 No need to divide the input coding into non-overlapping 2-D blocks, it has higher 

compression ratios avoid blocking artifacts [23]. 

 Allows good localization both in time and spatial frequency domain. 

 Transformation of the whole image introduces inherent scaling. 

 Better identification of which details relevant to human perception higher 

compression ratio.(64:1 vs. 500:1). 

 Higher flexibility: Wavelet function can be freely chosen [24-25]. 
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2.3.4 Discrete Wavelet Transform: 
 

2.3.4.1 Wavelets, Wavelet Transform 

A wavelet is a kind of mathematical function used to divide a given function or continuous-

time signal into different components and study each component with a resolution matched to 

its scale. The term wavelet means a small wave. The smallness refers to the condition that 

this (window) function is of finite length (compactly supported). The wave refers to the 

condition that this function is oscillatory. The term mother implies that the functions with 

different region of support that are used in the transformation process are derived from one 

main function, or the mother wavelet. In other words, the mother wavelet is a prototype for 

generating the other window functions [26]. The following is the formula for the mother 

wavelet. 

    (t) = 1/     
   

 
  

Here   & s are the translation and scaling factors. Some common wavelets used are: Haar, 

Meyer and Morlet [27]. 

 Wave Wavelet 

Definition A never ending repetitive 

signal 

A small confined signal 

confined within a finite region 

Energy Infinite because signal never 

ends 

Finite and concentrated around 

a point 

Statistical properties Time invariant i.e. Stationary 

signal 

Time variant i.e. non-stationary 

signal 

Associated analytical 

properties 

Fourier transform Wavelet transform 

Examples Cosine wave Haar, debauchies, Mexican hat, 

etc. 

 

  Table 1: Difference between a Wave and Wavelet 

In our project, we have used Haar Wavelets. The Haar wavelet is also the simplest possible 

wavelet. The technical disadvantage of the Haar wavelet is that it is not continuous and 

therefore not differentiable [28]. 
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2.3.4.2 Wavelet Transform 

The wavelet transform is the representation of a function by wavelets. The wavelets are 

scaled and translated copies of a finite-length (known as “daughter wavelets”) or fast-

decaying oscillating waveform (known as “mother wavelet”) [29]. 

Wavelet transforms are classified into discrete wavelet transforms (DWTs) and continuous 

transforms (CWTs). Note that both DWT and CWT are of continuous- time (analog) 

transforms. They can be used to represent continuous- time (analog) signals. CWTs operate 

over every possible scale and translation whereas DWTs use a specific subset of scale and 

translation values or representation grid [30]. 

2.3.4.3 Continuous Wavelet Transform: 
 

The continuous wavelet transform is defined as follows: 

CWTx 
Ψ
 (τ,s) = Ψx

Ψ
 (τ,s) =  1          

   

 
    

As seen above, the transformed signal is a function of two variables, tau and s, the 

translation and scale parameters, respectively. Psi (t) is the transforming function, and 

it is called the mother wavelet. 

The term translation is related to the location of the window, as the window is shifted 

through the signal. This term corresponds to time information in the transform 

domain. 

The parameter scale in the wavelet analysis is similar to the scale used in maps. As in 

the case of maps, high scale correspond to a non-detailed global view (of the signal), 

and low scales correspond to a detailed view. Similarly, in terms of frequency, low 

frequencies (high scales) correspond to a global information of a signal (that usually 

spans the entire signal), whereas high frequencies (low scales) correspond to a 

detailed information of a hidden pattern in the signal (that usually lasts a relatively 

short time).  

Fortunately in practical applications, low scales (high frequencies) do not last for the 

entire duration of the signal, unlike those shown in the figure, but they usually appear 

from time to time as short bursts or spikes. High scales (low frequencies) usually last 

for the entire duration of the signal. 

 Scaling, as a mathematical operation, either dilates or compresses a signal. Larger 

scales correspond to dilated (or stretched out) signals and small scale corresponds to a 

compressed signals. In terms of mathematical functions, if f(t) is a given function f(st) 

corresponds to a contracted (compressed) version of f(t) if s >1 and to an expanded 

(dilated) version of f(t) if s<1. However, in the definition of the wavelet transform, the 

scaling term is used in the denominator, and therefore, the opposite of the above 

statements holds, i.e., scales s>1 dilates the signals whereas scales s<1, compresses 

the signal [31]. 
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2.3.4.4 CWT Computation 
 

Let x(t) is the signal to be analyzed. The mother wavelet is chosen to serve as a 

prototype for all windows in the process. All the windows that are used are the dilated 

(or compressed) and shifted versions of the mother wavelet. These are a number of 

functions that are used for this purpose [32]. 

 

The procedure will be started from scale s=1 and will continue for the increasing 

values of s, i.e., the analysis will start from high frequencies and proceed towards low 

frequencies. This first value of s will correspond to the most compressed wavelet. As 

the value of s is increased, the wavelet will dilate. 

 

The wavelet is placed at the beginning of the signal at the point which corresponds to 

time=0. The wavelet function at scale “1” is multiplied by the signal and then 

integrated over all times. The result of the integration is the multiplied by the constant 

number 1/sqrt{s} .This multiplication is for energy normalization purposes so that the 

transformed signal will have the same energy at every scale. The final result is the 

value of the transformation, i.e., the value of the continuous wavelet transforms at 

time zero and scale s=1 . In other words, it is the value that corresponds to the point 

tau=0, s=1 in the time-scale plane. 

 

The wavelet at scale s=1 is then shifted towards the right by tau amount to the 

location t= tau, and the above equation is computed to get the transform value at t=tau 

, s=1 in the time-frequency plane. 

 

This procedure is repeated until the wavelet reaches the end of the signal. One row of 

points on the time-scale plane for the scale s=1 is now completed. Then, s is increased 

by a small value. Note that, this is a continuous transform, and therefore, both tau and 

s must be incremented continuously. However, if this transform needs to be computed 

by a computer, then both parameters are increased by a sufficiently small step size. 

This corresponds to a sampling the time-scale plane. 

 

The above procedure is repeated for every value of s. Every computation for a given 

value of s fills the corresponding single row of the time-scale plane. When the process 

is completed for all desired values of s, the CWT of the signal has been calculated. 

If the signal has a spectral component that corresponds to the current value of s 

(which is 1 in this case), the product of the wavelet with the signal at the location 

where this spectral component exists gives a relatively large value. If the spectral 

component that corresponds to the current value of s is not present in the signal, the 

product value will be relatively small, or zero [33]. 

 

As the window width increases, the transform starts picking up the lower frequency 

components. As a result, for every scale and for every time (interval), one point of the 
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time-scale plane is computed. The computations at one scale construct the rows of the 

time-scale plane, and the computations at different scales construct the columns of the 

time-scale plane. 

 

Note that the axes are translation and scale, not time and frequency. However, 

translation is strictly related to time, since it indicates where the mother wavelet is 

located. The translation of the mother wavelet can be thought of as the time elapsed 

since t=0. 

 

Lower scales (higher frequencies) have better scale resolution (narrower in scale, 

which means that it is less ambiguous what the exact value of the scale) which 

correspond to poorer frequency resolution. Similarly, higher scales have scale 

frequency resolution (wider support in scale, which means it is more ambitious what 

the exact value of the scale is), which correspond to better frequency resolution of 

lower frequencies. 

 

2.3.4.5 Discrete Wavelet Transform 
 

In numerical analysis and functional analysis, a discrete wavelet transform (DWT) is 

any wavelet transform for which the wavelets are discretely sampled. The Wavelet 

series is just a sampled version of CWT and its computation may consume significant 

amount of time and resources, depending on the resolution required. The DWT, which 

is based on sub-band coding, is found to yield a fast computation of Wavelet 

Transform. It is easy to implement and reduces the computation time and resources 

required. In DWT, a time- scale representation of the digital signal is obtained using 

digital filtering techniques. The signal to be analyzed is passed through filters with 

different cut-off frequencies at different scales [34]. 

 

Although the discretized continuous wavelet transform enables the computation of the 

continuous wavelet transform by computers, it is not a true discrete transform. As a 

matter of fact, the wavelet series is simply a sampled version of the CWT, and the 

information it provides is highly redundant as far as the reconstruction of the signal is 

concerned. This redundancy, on the other hand, requires a significant amount of 

computation time and resources. The discrete wavelet transform (DWT), on the other 

hand, provides sufficient information both for analysis and synthesis of the original 

signal, with a significant reduction in the computation time. 

 

The main idea is the same as it is in CWT. A time-scale representation of a digital 

signal is obtained using digital filtering techniques. Recall that CWT is a correlation 

between a wavelet at different scales and the signal with the scale (or the frequency) 

being used as a measure of similarity. The continuous wavelet transform was 

computed by changing the scale of the analysis window, shifting the window in time, 

multiplying by the signal, and integrating over all times. In the discrete case, filters of 
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different cutoff frequencies are used to analyze the signal at different scales. The 

signal is passed through a series of high pass filters to analyze the high frequencies, 

and it is passed through a series of low pass filters to analyze the low frequencies. 

 

The resolution of the signal, which is a measure of the amount of detail information in 

the signal, is changed by the filtering operations, and the scale is changed by 

upsampling and downsampling (subsampling) operations.  Subsampling a signal 

corresponds to reducing the sampling rate, or removing some of the samples of the 

signal. For example, subsampling by two refers to dropping every other sample of the 

signal. Subsampling by a factor n reduces the number of samples in the signal n times. 

 

Upsampling a signal corresponds to increasing the sampling rate of a signal by adding 

new samples to the signal. For example, upsampling by two refers to adding a new 

sample, usually a zero or an interpolated value, between every two samples of the 

signal. Upsampling a signal by a factor of n increases the number of samples in the 

signal by a factor of n [35]. 

 

The procedure starts with passing this signal (sequence) through a half band digital 

lowpass filter with impulse response h[n]. Filtering a signal corresponds to the 

mathematical operation of convolution of the signal with the impulse response off the 

filter. The convolution operation in discrete time is defined as follows: 

 

x[n] * h[n] =                  

 

A half band lowpass filter removes all frequencies that are above half of the highest 

frequency in the signal. For example, if a signal has a maximum of 1000Hz 

component, the half band lowpass filtering removes all the frequencies above 500Hz. 

 

The unit of frequency is of particular importance at this time. In discrete signals, 

frequency is expressed in terms of radians. Accordingly, the sampling frequency of 

the signal is equal to 2  radians in terms of radial frequency. Therefore, the highest 

frequency component that exists in a signal will be   radians, if the signal is sampled 

at Nyquist’s rate (which is twice the maximum frequency that exists in the signal); 

that is, the Nyquist’s rate corresponds to   rad/s in the discrete frequency domain. 

Therefore using Hz is not appropriate for discrete signals. However, Hz is used 

whenever it is needed to clarify a discussion, since it is very common to think of 

frequency in terms of Hz. It should always be remembered that the unit of frequency 

for discrete time signals is radians [36]. 

 

After passing the signal through a half band lowpass filter, half of the samples can be 

eliminated according to the Nyquist’s rule, since the signal now has a highest 

frequency of  /2 radians instead of   radians. Simply discarding every other sample 

will subsample the signal by two, and the signal will then have half the number of 

points. The scale of the signal is now doubled. Note that the lowpass filtering removes 
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the high frequency information, but leaves the scale unchanged. Only the subsampling 

process changes the scale. Resolution, on the other hand, is related to the amount of 

information in the signal, and therefore, it is affected by the filtering operations. Half 

band lowpass filtering removes half of the frequencies, which can be interpreted as 

losing half of the information. Therefore, the resolution is halved after the filtering 

operation. Note, however, the subsampling operation after filtering does not affect the 

resolution, since removing half of the spectral components from the signal makes half 

the number of samples redundant anyway. Half the samples can be discarded without 

any loss of information. In summary, the lowpass filtering halves the resolution, but 

leaves the scale unchanged. The signal is then subsampled by 2 since half of the 

number of samples is redundant. This doubles the scale. 

 

This procedure can mathematically be expressed as: 

 

y[n] =               
     

 

Having said that, we now look how the DWT is actually computed: The DWT 

analyzes the signal at different frequency bands with different resolutions by 

decomposing the signal into a coarse approximation and detail information. DWT 

employs two sets of functions, called scaling functions and wavelet functions, which 

are associated with low pass and highpass filters, respectively. The decomposition of 

the signal into different frequency bands is simply obtained by successive highpass 

and lowpass filtering of the time domain signal. The original signal x[n] is first passed 

through a halfband highpass filter g[n] and a lowpass filter h[n]. After the filtering, 

half of the samples can be eliminated according to the Nyquist’s rule, since the signal 

now has a highest frequency of     radians instead of  . The signal can therefore be 

subsampled by 2, simply by discarding every other smaple. This constitutes one level 

of decomposition and can be mathematically be expressed as follows: 

 

yhigh[k] =                

 

ylow[k] =                 

 

Where yhigh[k] and ylow[k] are the outputs of the highpass and lowpass filters, 

respectively, after subsampling by 2. 

 

This decomposition halves the time resolution since only half the number of samples 

now characterizes the entire signal. However, this operation doubles the frequency 

resolution, since the frequency band of the signal now spans only half the previous 

frequency band, effectively reducing the uncertainity in the frequency by half. The 

above procedure, which is also known as the subband coding, can be repeated for 

further decomposition. At every level, the filtering and subsampling will result in half 

the number of samples (and hence half the time resolution) and half the frequency 

band spanned (and hence doubles the frequency resolution). The following figure 
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illustrates this procedure, where x[n] is the original signal to be decomposed, and h[n] 

and g[n] are lowpass and highpass filters, respectively. The bandwidth of the signal at 

every level is marked on the figure as “f” [37]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.3: Subband Coding 

The frequencies that are most prominent in the original signal will appear as high amplitudes 

in that region of the DWT signal that includes those particular frequencies. The difference of 

this transform from the Fourier transform is that the time localization of these frequencies 

will not be lost. However, the time localization will have a resolution that depends on which 

level they appear. If the main information of the signal lies in the high frequencies, as 

happens most often, the time localization of these frequencies will be more precise, since they 

are characterized by more number of samples. If the main information lies only at very low 

frequencies, the time localization will not be very precise, since few samples are used to 

express signal at these frequencies. This procedure in effect offers a good time resolution at 

high frequencies, and good frequency resolution at low frequencies. Most practical signals 
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encountered are of this type. The frequency bands that are not very prominent in the original 

signal will have very low amplitudes, and that part of the DWT signal can be discarded 

without any major loss of information, allowing data reduction. 

One area that has been benefited the most from this particular property of the wavelet 

transforms is image processing. As you may well know, images, particularly, high-resolution 

images claim a lot of disk space [38]. 

For a given image, you can compute the DWT of, say each row, and discard all values in the 

DWT that are less than a certain threshold. We then save only those DWT coefficients that 

are above the threshold for each row, and when we need to reconstruct the original image, we 

simply pad each row with as many zeroes as the number of discarded coefficients, and use 

the inverse DWT to reconstruct each row of the original image. We can also analyze the 

image at different frequency bands, and reconstruct the original image by using only the 

coefficients that are of a particular band [36-39]. 

2.3.4.6 Advantages of DWT 
1. Using wavelets, the whole image is seen as one block – the edges are no longer given. 

2. Wavelets property of multiresolution analysis reduces the computational time of the 

detection procedure. 

3. Allows good localization both in time and spatial frequency domain. 

4. Better identification of which data is relevant to human perception. 

5. Higher flexibility: Wavelet function can be freely chosen. 

6. Critical sampling, which is the ability of the basis element to have little redundancy. 

 

2.3.4.7 Disadvantages of DWT 
1. The cost of computing DWT as compared to DCT may be higher. 

2. The use of larger DWT basis function or wavelet filters producing blurring and 

ringing noise near edge regions in images or video frames. 

3. Longer compression time. 

4. Lower quality than JPEG at low compression rates. 

5. Lacks in providing directionality, which is having basis elements defined in various 

directions. 

6. Lacks in providing Anisotropy, which is having basis elements defined in various 

aspect ratios and shapes. 
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2.3.4.8 Singular Value Decomposition: 
 

SVD is a matrix factorization technique commonly used for producing low-rank 

approximations. Given an m× n matrix A, with rank r, the singular value 

decomposition, SVD(A), is defined as [40]: 

 

SVD(A) = U × S × V 
T 

 

 

where U, S and V are of dimensions m × m, m × n, and n × n, respectively. Matrix S 

is a diagonal matrix having only r nonzero entries, which makes the effective 

dimensions of these three matrices m × r, r × r, and r × n, respectively. U and V are 

two orthogonal matrices and S is a diagonal matrix, called the singular matrix. The 

diagonal entries (s1, s2, .. , sr) of S have the property that si > 0 and s1 ≥ s2 ≥ . . . ≥ sr. 

The first r columns of U and V represent the orthogonal eigenvectors associated with 

the r nonzero eigen values of AA
T
 and A

T
A, respectively [41]. 

In other words, the r columns of U corresponding to the nonzero singular values span 

the column space, and the r columns of V span the row space of the matrix A. U and 

V are called the left and the right singular vectors, respectively. SVD has an important 

property that makes it particularly interesting for our application. SVD provides the 

best low-rank linear approximation of the original matrix A. It is possible to retain 

only k << r singular values by discarding other entries. We term this reduced matrix 

Sk. Since the entries in S are sorted i.e., s1 ≥ s2 ≥ . . . ≥ sr, the reduction process is 

performed by retianing the first k singular values. The matrices U and V are also 

reduced to produce matrices Uk and Vk, respectively. The matrix Uk is produced by 

removing (r − k) columns from the matrix U and matrix Vk is produced by removing 

(r − k) rows from the matrix V . When we multiply these three reduced matrices, we 

obtain a matrix Ak. The reconstructed matrix Ak = Uk.Sk.V Tk is a rank-k matrix that 

is the closest approximation to the original matrix A. More specifically, Ak minimizes 

the Frobenius norm ||A – Ak||F over all rank-k matrices. Researchers pointed out that 

the low rank approximation of the original space is better than the original space itself 

due to the filtering out of the small singular values that introduce “noise” in the 

customer-product relatioship. The dimensionality reduction approach in SVD can be 

very useful for the collaborative filtering process. SVD produces a set of uncorrelated 

eigenvectors. Each customer and product is represented by its corresponding 

eigenvector. The process of dimensionality reduction may help customers who rated 

similar products (but not exactly the same products) to be mapped into the space 

spanned by the same eigenvectors. We now present an outline of the prediction 

generation algorithm using SVD [42-50]. 

 

As an optimal matrix decomposition technique, SVD packs maximum signal energy 

into as few coefficients as possible and has the ability to adapt to local variations of a 

given image. Also singular value has properties of stability, proportion invariance, 

and rotation invariance. SVD can effectively reveal essential property of image 

matrices, so it has been used in a variety of image processing applications such as: 

 

a. The singular values (SVs) of an image have very good stability, that is, when a 

small perturbation is added to an image, its SVs do not change significantly; and 

b. SVs represent intrinsic algebraic image properties [51]. 
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2.3.4.9 DCT-SVD Based Watermarking: 
 

Robustness, capacity and imperceptibility are the three important requirements of an 

efficient watermarking scheme. SVD based watermarking scheme has high 

imperceptibility. Although the SVD based scheme withstand certain attacks, it is not 

resistant to attacks like rotation, sharpening, etc. Also SVD based technique has only 

limited capacity. These limitations have led to the development of a new scheme that 

clubs the properties of DCT and SVD. This particular algorithm proves to be better 

than ordinary DCT based watermarking and ordinary SVD based watermarking 

scheme [52]. 

 

2.3.4.10 DWT-SVD Based Watermarking: 
 

The above mentioned SVD-DCT scheme has enormous capacity because data 

embedding is possible in all the sub-bands. Watermark was found to be resistant to all 

sorts of attacks except rotation and achieved good imperceptibility. Disadvantage is 

that the embedding and recovery are time consuming process because the zig-zag 

scanning to map the coefficients into four quadrants based on the frequency. 

Alternatively if we apply DWT we get the four frequency sub-bands directly namely; 

approximation, horizontal, vertical and diagonal bands. So the time consumption will 

be greatly reduced. Also, SVD is a very convenient tool for watermarking in the DWT 

domain [53]. 

 

2.3.4.11 DWT-DCT-SVD Based Watermarking: 
 

This method utilizes the wavelets coefficients of the cover image to embed the 

watermark. Any of the three high frequency sub bands of wavelet coefficients can be 

used to watermark the image. The DCT coefficients of the wavelet coefficients are 

calculated and singular values decomposed. The singular values of the cover image 

and watermark are added to form the modified singular values of the watermarked 

image. Then the inverse DCT transformed is applied followed by the inverse DWT. 

This is the algorithm that clubs the properties of SVD, DCT and DWT. Watermark 

embedded using this algorithm is highly imperceptible. This scheme is robust against 

all sorts of attacks. It has very high data hiding capacity. The new method was found 

to satisfy all requisites of an ideal watermarking scheme such as imperceptibility or 

fidelity, robustness and good capacity. Also, the method is robust against different 

kinds of mentioned attacks. This method can be used for authentication and data 

hiding purposes [54]. 
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2.3.4.12 Contourlet Transform: 
 

Recently, Do and Vetterli proposed the contourlet transform as a directional 

multiresolution image representation that can efficiently capture and represent smooth 

object boundaries in natural images. The contourlet transform is constructed as a 

combination of the Laplacian pyramid and the directional filter banks (DFB). 

Conceptually, the flow of operation can be illustrated by Figure 1(a), where the 

Laplacian pyramid iteratively decomposes a 2-D image into lowpass and highpass 

subbands, and the DFB are applied to the highpass sub- bands to further decompose the 

frequency spectrum. Using ideal filters, the contourlet transform will decompose the 2-D 

frequency spectrum into trapezoid-shaped regions as shown in Figure 1(b) [62]. 

 

                                                                                                               

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.4: The original Contourlet Transform. (a) Block diagram. 

(b) Resulting frequency division. 

 

The Contourlet Transform is geometrical images based transform. In a Contourlet 

Transform the Laplacian Pyramid is the first step that has to be performed and includes 

point discontinuities. The second step is consumed by Directional Filter Banks which 

combats point discontinuities to linear structures [63]. The Laplacian Pyramid 

decomposition generates a low pass down sampled version of the host signal at each 

level, and the band pass version includes the difference between the original and the 

predicted signal. The bandpass image yielded in the LP decomposition is further 

processed by the DFB [64]. Designing of the DFB is efficient in providing high-

frequency content, including smooth contours and directional edges. Implementation of 

DFB can be categorically termed as efficient due to the K-level binary tree 

decomposition that leads to 2
K
 subbands that has wedge-shaped frequency partitioning, 

which is included in it [65]. The final result accommodates the image expansion using 

contour segment as basic elements and thereby called Contourlet Transform, having its 

implementation by the Pyramidal Directional Filter Bank (PDFB). Including the 

integrated attribute of LP and DFB the CT also has some additional features [66]: 

   (2,2) 

w2 

w1 

(     

(-      Directional dec. Multiscale dec. 

(a) (b) 
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 PDFB offers the tense frame of which boundary frame is 1 only when the LP and 

DFB are computed by orthogonal filters. 

 

 PDFB allows reconstructing the host image only when the LP and DFB are 

computed by complete restructuring filters. 

 

 PDFB gives the computing complexity of N-pixel image as O(N) when finite 

impulse response FIR filter is used. 

 

 The supporting set for PDFB-base image is 2
j+lj-2

 in length and, 2
j
 in width when 

the high pass subband obtained by decomposing the j level of LP is input for 

DFB, the lj binary tree. 

 

 The upper limit of PDFB is 4/3 and its redundancy comes from LP. 

 

        The Contourlet Transform is vulnerable in providing a flexible image multi-resolution 

        presentation. In comparison to Wavelet, Contourlet represent richer directions and 

        shapes whereas Wavelets could only infer about the horizontal, vertical and diagonal 

        directions. Later after Contourlet Transform the low frequency subimages suffer little 

        impact caused by regular image processing as they gather most of the energy [67-68]. 

 

2.3.4.13 Comparing Contourlet Transform with Wavelet 

Transform: 

 Contourlet offers more directions and shapes so it is more efficient in capturing 

contours and geometric structures in images. 

 

 Contourlet Transform provides higher non-linear approximations and is thus better in 

terms of image compression than wavelet transform. 

 

 For image denoising, the random noise will generate significant wavelet coefficients, 

which is like the true edges, but it is less likely to generate significant contourlet 

coefficients. Therefore, the thresholding performed on the contourlet is more efficient 

in removing the noise than the wavelet and also provides preservation of high 

frequency texture. 
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CHAPTER 3. 
 

IMPLEMENTATION 

3.1 About MATLAB: 
Short for “matrix laboratory”, MATLAB was invented in the late 1970s by Cleve Moler, then 

chairman of the computer science department at the University of New Mexico. He designed 

it to give his student’s access to LINPACK and EISPACK without having to learn 

FORTRAN. It soon spread to other universities and found a strong audience within the 

applied mathematics community. Jack little, an engineer, was exposed to it during a visit 

Moler made to Stanford University in 1983. Recognizing its commercial potential, he joined 

with Moler and Steve Bangert. They rewrote MatLab in C and founded The Math Works in 

1984 to continue its development. These rewritten libraries were known as JACKPAC. 

MATLAB was first adopted by control design engineers, Little’s speciality, but quickly 

spread to many domains. It is now also used in education, in particular the teaching of linear 

algebra and numerical analysis, and is popular amongst scientists involved with image 

processing MATLAB is built around the MATLAB language, sometimes called M-code or 

simply M. The simplest way to execute M-code is to type it in at the prompt, >>, in the 

Command Window, one of the elements of the MATLAB Desktop. In this way, MATLAB 

can be used as an interactive mathematical shell. Sequences of commands can be saved in a 

text file, typically using the MATLAB Editor, as a script or encapsulated into a function, 

extending the commands available. 

 

3.2 Introduction to Digital Image: 
A digital image is composed of pixels which can be thought of as small dots on the screen. A 

digital image is an instruction of how to color each pixel. We will see in detail later on how 

this is done in practice. A typical size of an image is 512-by-512 pixels. Later on in the 

course you will see that it is convenient to let the dimensions of the image to be a power of 2. 

For example, 2 POW 9 = 512. In general case we say that an image is of size m-by-n if it is 

composed of m pixels in the vertical direction and n pixels in the horizontal direction. 

 

Let us say that we have an image on the format 512-by-1024 pixels. This means that the data 

for the image must contain information about 524288 pixels, which requires a lot of money. 

Hence compressing images is essential for efficient image processing. You will later on see 

how Fourier analysis and Wavelet analysis can help us to compress an image significantly. 

There are also a few “computer scientific” tricks (e.g. entropy coding) to reduce the amount 

of data required to store an image. 

 

The following Formats are supported by MATLAB: 

 BMP 

 HDF 

 JPEG 

 PCX 

 TIFF 

 XWB 
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Most images you find on the internet are JPEG-images which is the name of one of the most 

widely used compression standards for images. If you have stored an image you can usually 

see from the suffix what format it is stored in. 

3.3 Working formats in MATLAB: 
 

If an image is stored as a JPEG-image we first read it into MATLAB. However, in order to 

start working with an image, for example perform a wavelet transform on the image, we must 

convert it into a different format. This section explains four common formats. 

 

3.3.1 Intensity image (gray scale image): 
 

This is the equivalent to a “gray scale image” and this is the image we will mostly work with 

in this course. It represents an image as a matrix where every element has a value 

corresponding to how bright/dark the pixel at the corresponding position should be colored. 

There are two ways to represent the number that represents the brightness of the pixel: The 

double class (or data type). This assigns a floating number (“a number with decimals”) 

between 0 and 1 to each pixel. The value 0 corresponds to black and the value 1 corresponds 

to white. The other class is called uint8 which assigns an integer between 0 and 255 to 

represent the brightness of a pixel. The value 0 corresponds to black and 255 to white. The 

class uint8 anly requires roughly 1/8 of the storage compared to the class double. On the 

other hand, many mathematical functions can only be applied to the double class. We will see 

later how to convert between double and uint8. 

 

3.3.2 Binary image: 
 

This image format also stores an image as a matrix but can only color a pixel black or white 

(and nothing in between). It assigns a 0 for black and a 1 for white. 

 

3.3.3 Indexed image: 
 

This is a practical way of representing color images. (In this course we will mostly work with 

gray scale images but once you have learned how to work with a gray scale image you will 

also know the principle how to work with color images.) An indexed image stores an image 

as two matrices. The first matrix has the same size as the image and one number for each 

pixel. The second matrix is called map and its size may be different from the image. The 

numbers in the first matrix is an instruction of what number to use in the color map matrix. 

 

3.3.4 RGB image: 
 

This is another format for color images. It represent an image with three matrices of sizes 

matching the image format. Each matrix corresponds to one of the colors red, green or blue 

and gives an instruction of how much of each of these colors a crtain pixel should use. 

 

3.3.5 Multi frame image: 
 

In some applications we want to study a sequence of images. This is very common in 

biological and medical imaging where you might study a sequence of slices of a cell. For 
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these cases, the multiframe format is a convenient way of working with a sequence of 

images. In case you choose to work with biological imaging later on in this course, you may 

use this format. 

3.4 Fundamental Operations: 
 

How to convert different formats. The following table shows how to convert between the 

different formats given above. All these commands require the Image processing tool box. 

The command mat2gray is useful if you have a matrix representing an image but the values 

representing the gray scale range between, let’s say, 0 and 1000. 

 

S.No. Operations MATLAB Commands 

1. Convert between intensity/Indexed/RGB format to 

binary format 

dither( ) 

2. Convert between intensity format to Indexed format 

 

gray2ind ( ) 

3. Convert between indexed format to intensity format 

 

ind2gray ( ) 

4. Convert between indexed format to RGB format 

 

ind2rgb( ) 

5. Convert regular matrix to intensity format by scaling 

 

mat2gray ( ) 

6. Convert between RGB format to indexed format 

 

rgb2ind ( ) 

7. Convert between RGB format to intensity format 

 

rgb2gray ( ) 

 

Table 3.4. Functions for image format conversion 

 

The command mat2gray automatically rescales all entries so that they fall within 0 and 255 

(if you use uint8 class) or 0 and 1 (if you use the double class). 

 

3.4.1 How to convert between double and uint8: 
 

When you store an image, you should store it as a uint8 image since this requires far less 

memory than double. When you are processing an image (that is performing mathematical 

operations on an image) you should convert it into a double. Converting back and forth 

between these classes is easy. 

I = im2double (I);    %converts an image named I from uint8 to double% 

I = im2uint8 (I);      %converts an image named I from double to uint8% 

 

3.4.2 Loading and saving variables in MATLAB: 
 

This section explains how to load and save variables in MATLAB. Once ffile is read, we 

probably convert intoan intensity image (a matrix) and work with this matrix.the matrix 

representing can be saved in order to continue to work with this matrix at another time. This 

is done easily using the commands save and load. Note that save and load are commonly used 

MATLAB commands, and works independently of what tool boxes that are installed. 
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S.No. Opertaion  MATLAB Commands 

1. Save the Variable X Save X 

2. Load the Variable X Load X 

 

Table 3.4.2. Loading and Saving Variables 

 

 

3.5 Some Limitations: 
 

MATLAB is proprietary product of The Math Works, so users are subject to vendor lock in. 

Some other source languages, however, are partially compatible and provide a migration 

path. The language shows a mixed heritage with a sometimes erratic syntax. For example, 

MATLAB uses parentheses, e.g. y = f(x), for both indexing into an array and calling a 

function. Although this ambiguous syntax can facilitate a switch between a procedure and a 

lookup table, both of which correspond to mathematical functions, a careful reading of the 

code may be required to establish the internet. Many functions have a different behaviour 

with matrix and vector arguments. Since vectors are matrices of one row or one column, this 

can give unexpected results. For instance, function sum(A) where A is a matrix gives a row 

vector containing the sum of each column of A, and sum(V) where V is a column or row 

vector gives the sum of its elements; hence the programmer must be careful if the matrix 

argument of sum can degenerate into a single row array. While sum and many similar 

functions accept an optical argument to specify a direction, others, like plot, do not, and 

require additional checks. There are other cases where MATLAB’s interpretation of code 

may not be consistently what the user intended (e.g. how spaces are handled inside brackets 

as separators where it makes sense but not where it doesn’t, or backlash escape sequences 

which are interpreted by some functions like fprint but not directly by the language parser 

because it wouldn’t be convenient for Windows directories). What might be considered as a 

convenience for commands typed interactively where the user can check that MATLAB does 

what the user wants may be less supportive of the need to construct reusable code. Though 

other data types are available, the default is a matrix of doubles. This array type does not 

include a way to attach attributes such as engineering units or sampling rates. Although time 

and date markers were added in R14SP3 with the time series object, sample rate is still 

lacking. Such attributes can be managed by the user via structures or other methods. Array 

indexing is one-based which is the common convention for matrices in mathematics, but does 

not accommodate the indexing convention of sequences that have zero or negative indices. 

For instance, in MATLAB the DFT (or FFT) is defined with the DC component at index 1 

instead of index 0, which is not consistent with the standard definition of the DFT. This one-

based indexing convention is hard coded into MATLAB, making it impossible for a user to 

define their own zero-based or negative indexed arrays to concisely model an idea having 

non-positive indices. MATLAB doesn’t support references, which makes it difficult to 

implement data structures that contain indirections, such as open hash tables, linked list, 

trees, and various other common computer science data structures. In addition since the 

language is consistently call-by-value, it means that functions that modify array or object 

value must return these through output parameters and the caller must assign those modified 

values for the change to be persistent.   
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CHAPTER 4. 
 

Steps for Watermark Extraction and 

Embedding 

4.1 Steps for Watermark Embedding using DWT and 

SVD Technique: 
 

1. Extract the red component of the image with (:, :, 1). 

 

2. One level Haar Discrete Wavelet Transform to decompose cover image into four 

subbands. 

[ca1, ch1, cv1, cd1]=dwt2 (image,’haar’)  (1) 

 

3. Apply Singular Value Decomposition  to the vertical (cv1) and horizontal (ch1) 

coefficients. 

[U1, S1, V1]=svd(ch1)    (2) 

[U2, S2, V2]=svd(cv1)    (3)  

 

4. Divide the watermark into two parts. 

W=W1+W2      (4) 

 

5. Extract the red component of the watermark as well like for the image, with       

(:, :, 1). 

 

6. Modify the singular values of vertical and horizontal plane in 2. Along with the 

inputted scale factor (α). 

S1 + αW1 = Uw *Sw *VwT    (5) 

S2 + αW2 = Uw *Sw *VwT    (6) 

 

7. Two sets of modified DWT coefficients are made available by 4. 

Mod_c_h = U1 *Sw *V1T    (7) 

Mod_c_v = U2 *Sw *V2T    (8) 

 

8. Apply the inverse Discrete Wavelet Transform, i.e. i-dwt on the two sets of 

modified coefficients in 5 (cv1 and ch1) and non-modified coefficients in 1 (ca1 

and cd1). 

WI=idwt2 (ca1,Mod_c_h,Mod_c_v,cd1,’haar’) (9) 

 

9. Replace the first component of the image that is processed with the original 

image’s first component. 
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4.2 Steps for Watermark Extraction using DWT and 

SVD Technique: 
 

10. For the Extraction of the watermark: (in the red component). Apply one level 

Haar DWT to the watermarked image obtained in 9. 

 

[ca2, ch2, cv2, cd2] = dwt2 (WI,”haar’)   (10) 

 

11. Apply SVD to the vertical and horizontal coefficients, where U and V are of 

original image and S is of the watermarked image from 2 and 4 respectively. 

 

[U1, Sw, V1] = svd (ch2)     (11) 

[U2, Sw, V2] = svd (cv2)     (12) 

 

12. Compute the replaced coefficients by placing the U and V of the original 

watermark along with the singular value S used in 8. 

 

M_c_h = Uw *Sw *VwT     (13) 

M_c_v = Uw *Sw *VwT     (14) 

 

13. Extract half of the watermark by  

 

W1* = (M_c_h – S1) / α     (15) 

W2* = (M_c_h – S2) / α       (16) 

 

14. Combine the results of 4 to obtain the original watermark. 

 

W* = W*1 +W*2      (17) 
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4.3 Steps for Watermark Embedding using 

Contourlet Transform: 
 
1. Resize the watermark. 

 
2. Apply CT of level 2 on the watermark, directional sub bands would be made available by 

application of CT. 
 

3. On the fourth directional subband apply LP in order to obtain bandpass image W. 
 

4. Apply SVD on the bandpass image obtained after applying LP i.e. on W. 
 

W=UW×SW×VWT    (1) 
 

5. Resize the cover image. 
 

6. Dealt this cover image from RGB to YCbCr colour space. 
 

7. For every individual colour component perform: 
 

8. DCT for all the components. 
 

9. CT of level 2 in order to get the directional subbands. 
 

10. Apply LP decomposition on every fourth directional subband obtained from above 
performed CT. 

 
11. Apply SVD on the bandpass component obtained after LP decomposition. 
 

CPi = UPi ×SPi ×VPi   (2) 
 

12. Modify the singular values of the bandpass image, with SBPi and Sw obtained in the 
above steps and α as the scale factor. 
 
SPMi = SPi + α × SW   (3) 

 
13. With the above modified singular value SPMi obtain the modified bandpass image with 

UPi and VPi as the orthogonal matrices of the bandpass of the cover image. 
 
CPMi = UPi×SPMi×VPiT   (4) 

 
14. The modified bandpass image thus obtained above is applied with reconstruction LP. 

 
15. All the above modified components are used to be applied in the ICT and inverse of CT is 

obtained. 
 

16. Inverse DCT (IDCT) is also performed. 
 

17. Transform the image back into RGB colour space to obtain the watermarked image. 
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4.4 Steps for Watermark Extraction using Contourlet 

Transform: 
 
18. Covert the cover image and the watermarked image from RGB to YCbCr colour space. 

 
19. Individually for each colour component for the cover image and the watermarked image 

perform: 
 

20. DCT on all the components of the cover image and the watermarked image. 
 

21. CT of level 2 in order to obtain directional subbands. 
 

22. Apply LP decomposition on every fourth level directional subband obtained after CT. 
 

23. Apply SVD on the bandpass image obtained after LP of the cover image and the 
watermarked image respectively 
 
CPi = UPi×SPi×VPiT    (5) 
 
CWWi = UWWi×SWWi×VWWiT  (6) 
 

24. Extract the singular values of the watermark by applying the formula where SWWi is a 
singular matrix for watermarked image and SPi is the matrix for cover image and α is the 
scale factor  
 
Sext = SWWi – SPi / α    (7) 
 

25. Apply SVD on all the bandpass images of the watermark obtained after LP in order to 
obtain the extracted watermark coefficients 
 
Wext = UW × Sext × VWT   (8) 
 

26. Apply reconstruction LP on the extracted watermark components obtained above. 
 

27. Apply ICT on the resultant of the above step in order to obtain the watermark. 
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CHAPTER 5: 
  

RESULTS: 

5.1 Results of Watermarking using SVD and DWT Technique: 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Image 1: Original Lena Image (Cover Image) Of size 512×512 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Image 2: Original Watermark Image (Camera man) Of size 256×256 
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Image 3: Watermarked Image using SVD and DWT Technique 
Of size 512×512 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Image 4: Extracted Watermark from the Watermarked Image using SVD and DWT 
Technique Of size 512×512 
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5.2 Tabular results for the varying PSNR using SVD and DWT 

Technique: 

 
 
Table: Variation in PSNR of Watermarked Image and Extracted Watermark with different 
Scale Factor. 

5.3 Graph representing the varying PSNR of the Watermarked 

and the Extracted Watermark Image using SVD and DWT 

Technique: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Graph: Plot of Varying PSNR with Scale Factor of Watermarked Image and Extracted 
Watermark.   

 
 
Scale Factor 

 
 
0.01 

 
 
0.03 

 
 
0.05 

 
 
0.07 

 
 
0.09 

 
 
Watermarked 
Image 

 
 
52.92 

 
 
50.65 

 
 
48.56 

 
 
43.20 

 
 
39.80 

 
 
Extracted 
Image 

 
 
6.80 

 
 
5.70 

 
 
4.90 

 
 
4.20 

 
 
3.90 
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5.4 Result after checking the robustness of the SVD and DWT Technique with ‘salt and 

pepper’ noise and ‘speckle’ noise: 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Image 5 : Effect of ‘salt and pepper’ noise on the Watermarked Image. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Image 6 : Effect of ‘salt and pepper’ noise on the Extracted Watermark. 
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5.5 Tabular results for the effect of ‘salt and pepper’ noise on 

the Watermarked Image and the Extracted Image in order to 

preserve the Robustness: 
 
 
 

 
 

Table: Varying PSNR for ‘salt and pepper’ noise for different scale factor values. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
Scale Factor 

 
 
 
 
0.01 

 
 
 
 
0.03 

 
 
 
 
0.05 

 
 
 
 
0.07 

 
 
 
 
0.09 

 
 
 
Watermarked 
Image 

 
 
 
21.80 

 
 
 
21.65 

 
 
 
20.40 

 
 
 
19.88 

 
 
 
19.20 

 
 
 
Extracted 
Image 

 
 
 
26.49 

 
 
 
26.40 

 
 
 
25.96 

 
 
 
25.32 

 
 
 
24.99 
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Image 7 : Effect of ‘speckle’ noise on the Watermarked Image. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Image 8 : Effect of ‘speckle’ noise on the Extracted Watermark Image. 
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5.6 Tabular results for the effect of ‘speckle’ noise on the 

Watermarked Image and the Extracted Image in order to 

preserve the Robustness: 
 

 
 
Table: Varying PSNR for ‘speckle’ noise for different scale factor values. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
Scale Factor 

 
 
 
 
0.01 

 
 
 
 
0.03 

 
 
 
 
0.05 

 
 
 
 
0.07 

 
 
 
 
0.09 

 
 
 
Watermarked 
Image 

 
 
 
20.98 

 
 
 
20.32 

 
 
 
19.93 

 
 
 
18.67 

 
 
 
17.60 

 
 
 
Extracted 
Image 

 
 
 
32.60 

 
 
 
31.89 

 
 
 
30.88 

 
 
 
29.78 

 
 
 
28.55 
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5.7 Results for Edge Detection using SVD and DWT Technique: 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Image 9 : Edge Detection using ‘sobel’ transform for the Watermarked Image. 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Image 10 : Horizontal Edge of the Watermarked Image and Vertical Edge of the 
Watermarked Image 
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Image 11 : Edge Detection of the Extracted Watermark using ‘sobel’ transform. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Image 12 : Horizontal edges of the Extracted Image and Vertical edges of the Extracted 
Image. 



 And Page | 57  
 

5.8 Tabular results for the effect of ‘edge detection’ on the 

Watermarked Image and the Extracted Image using SVD and 

DWT Technique: 
 
 

 
 
Table: Varying PSNR for ‘edge detection’ for different scale factor values. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
Scale Factor 

 
 
 
 
0.01 

 
 
 
 
0.03 

 
 
 
 
0.05 

 
 
 
 
0.07 

 
 
 
 
0.09 

 
 
 
Watermarked 
Image 

 
 
 
3.27 

 
 
 
2.95 

 
 
 
2.21 

 
 
 
1.70 

 
 
 
1.23 

 
 
 
Extracted 
Image 

 
 
 
14.30 

 
 
 
13.78 

 
 
 
13.53 

 
 
 
12.84 

 
 
 
12.33 
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5.9 Results for Watermarking using Contourlet Transform: 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Image 13: Original Lena Image (Cover Image) 
Of size 512×512 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Image 14: Original Watermark (Camera man) image 
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Of size 256×256 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Image 15: Watermarked Image using Contourlet Transform Of size 512×512 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Image 16: Extracted Watermark Image using Contourlet Transform Of size 512×512 
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5.10 Tabular results for the effect of Contourlet Transform on 

Watermarking Technique: 
 
 
 
 
 
 
Scale Factor 

 
 
 
 
0.01 

 
 
 
 
0.03 

 
 
 
 
0.05 

 
 
 
 
0.07 

 
 
 
 
0.09 

 
 
 
Watermarked 
Image (dB) 

 
 
 
48.24 

 
 
 
48.02 

 
 
 
47.92 

 
 
 
47.80 

 
 
 
47.32 

 
 
 
Extracted 
Image (dB) 

 
 
 
21.93 

 
 
 
31.34 

 
 
 
35.51 

 
 
 
38.07 

 
 
 
39.82 

 
Table: Varying PSNR for Contourlet Transform for different scale factor values. 
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5.11 Result after checking the robustness of the Contourlet Transform Technique with ‘salt 

and pepper’ noise and ‘speckle’ noise: 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Image 17 : Effect of ‘salt and pepper’ noise on the Watermarked Image. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Image 18 : Effect of ‘salt and pepper’ noise on the Extracted Watermark. 
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5.12 Tabular results for the effect of ‘salt and pepper’ noise on 

the Watermarked Image and the Extracted Image in order to 

preserve the Robustness: 
 
 
 

 
 
Table: Varying PSNR for ‘salt and pepper’ noise for different scale factor values. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
Scale Factor 

 
 
 
 
0.01 

 
 
 
 
0.03 

 
 
 
 
0.05 

 
 
 
 
0.07 

 
 
 
 
0.09 

 
 
 
Watermarked 
Image 

 
 
 
21.99 

 
 
 
21.65 

 
 
 
20.40 

 
 
 
19.88 

 
 
 
19.20 

 
 
 
Extracted 
Image 

 
 
 
20.49 

 
 
 
19.40 

 
 
 
18.96 

 
 
 
17.32 

 
 
 
16.99 
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Image 19 : Effect of ‘speckle’ noise on the Watermarked Image. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Image 20 : Effect of ‘speckle’ noise on the Extracted Watermark Image. 
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5.13 Tabular results for the effect of ‘speckle’ noise on the 

Watermarked Image and the Extracted Image in order to 

preserve the Robustness: 
 

 
 

 
Table: Varying PSNR for ‘speckle’ noise for different scale factor values. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
Scale Factor 

 
 
 
 
0.01 

 
 
 
 
0.03 

 
 
 
 
0.05 

 
 
 
 
0.07 

 
 
 
 
0.09 

 
 
 
Watermarked 
Image 

 
 
 
20.98 

 
 
 
20.32 

 
 
 
19.93 

 
 
 
18.67 

 
 
 
17.60 

 
 
 
Extracted 
Image 

 
 
 
26.60 

 
 
 
25.89 

 
 
 
24.88 

 
 
 
23.78 

 
 
 
22.55 
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5.14 Results for Edge Detection using Contourlet Transform: 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Image 21: Edge Detection using ‘sobel’ for Watermarked image using Contourlet 
Transform 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Image 22: Horizontal Edge for Watermarked Image and Vertical Edge for Watermarked 
Image. 
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Image 23: Edge Detection using ‘sobel’ transform for the Extracted Watermark done using 
Contourlet Transform. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Image 24 : Horizontal edge for Extracted Image and Vertical edge for Extracted Image. 
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5.15 Tabular results for the effect of ‘edge detection’ on the 

Watermarked Image and the Extracted Image using 

Contourlet Transform Technique: 
 

 
 
Table: Varying PSNR for ‘edge detection’ for different scale factor values. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
Scale Factor 

 
 
 
 
0.01 

 
 
 
 
0.03 

 
 
 
 
0.05 

 
 
 
 
0.07 

 
 
 
 
0.09 

 
 
 
Watermarked 
Image 

 
 
 
4.27 

 
 
 
3.95 

 
 
 
3.21 

 
 
 
2.70 

 
 
 
2.23 

 
 
 
Extracted 
Image 

 
 
 
15.30 

 
 
 
14.78 

 
 
 
14.53 

 
 
 
13.84 

 
 
 
13.33 
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