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ABSTRACT 

 

With the advancement of artificial intelligence (AI) and cloud computing, audio, video, and image 

manipulation techniques have grown faster and more sophisticated. This type of media content is known as 

deepfakes. It is becoming increasingly possible for computers to control media in increasingly convincing 

ways, for instance, by having a duplicate of a public individual's voice or superimposing one person's face 

onto another. Media confirmation, media provenance, and deepfake discovery are the three types of 

countermeasures used to counteract deepfakes. Multi-modal detection techniques are used in deepfake 

detection solutions in order to detect whether target media has been altered or synthesized. There are two 

types of detection techniques in use today: manual and algorithmic. Techniques utilizing human media 

analysts with access to software include traditional manual techniques. AI-based algorithms are used in 

algorithmic detection to detect manipulated media. 

 

We aim to build a Deep Learning Binary Classifier to help detect deepfake videos which can be applied to 

solve several real world problems caused by deepfakes ranging from distortion of democratic discourse; 

manipulation of elections; Weakening the credibility of institutions; weakening journalism; causing social 

divisions; sabotaging public well-being; and causing long-lasting damage to prominent people, including 

chose authorities and possibility for office. In this work, we present our profound convolutional neural 

organization put together model approved with respect to Deepfake Detection Challenge dataset for crucial 

AI research in deepfake discovery. Here we train the dataset on various convolution neural network models 

like ResNet50 + LSTM, MesoNet, DenseNet-121 and custom models. Our best model of ResNet50 + LSTM 

has an accuracy score of 94.63%. By implementing this project, we hope to automate the detection of deep-

fake videos. The model has demonstrated that it is possible to use these type of models and apply it in real 

world for curbing deepfake videos.  
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1. Chapter-1: INTRODUCTION 

 

1.1 Introduction 

 

Technologies for editing images, videos, and audio are advancing rapidly. There has been 

an increase in innovation in the areas of changing images, sound recordings, and 

recordings. A wide range of methods for making and controlling advanced substances is 

likewise available. Today, it is possible to generate hyper-reasonable advanced pictures 

with a little asset and a simple how-to guide available on the web. A deepfake is a technique 

that replaces the essence of a particular person in a video with the essence of another. 

Basically, a single face image gets merged with an integrated portrait. As well as 

addressing the last result of a promotion reasonable video, the term is also used to refer to 

the final product. In addition to creating extraordinary Computer Generated Imagery (CGI), 

Virtual Reality(VR), and Augmented Reality(A), Deepfakes can be used for educational 

purposes, animation, art, and cinema. 

 

As smartphones have become more sophisticated and good internet access has become 

ubiquitous, an increasing number of social media and media sharing sites have boosted the 

ability to create and transmit digital videos. Since low-cost computing power has been 

growing steadily, deep learning has become more powerful than ever before. Advances of 

this magnitude have inevitably brought new challenges. DeepFake is a manipulation of 

video and audio using deep generative adversarial models. There are many instances where 

DF is spread over social media platforms causing spamming and providing wrong 

information. Such DFs are terrible and can lead to people's being threatened by, or misled 

by, them. 

 

The essences of A are reproduced by an auto-encoder EA based on the dataset of facial 

pictures of A, and an auto-encoder EB is used to reproduce the essences of B from the 

dataset of facial pictures of B. In order to make Deepfake pictures, you have to assemble 

adjusted appearances of two changed individuals An and B, then prepare an auto-encoder 

EA to recreate the essences of A from the dataset of facial pictures of A and another auto-
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encoder EB. Shared encoding loads of EA and EB are used, while keeping the decoding 

parts of each encoder separate. By improving this coder, any picture with a face of A can 

be decoded with the decoder of EB, rather than this common encoder. This principle is 

outlined in Figure 1 and 2. 

 

 

 

 

Figure 1. Deepfake principle. 

 

 

 

 

According to this methodology, an encoder is engaged that concatenates general 

information of brightening, position, and appearance of the face while a devoted decoder 

places the detail of each face and recreates steady traits and detail. Using this method, the 

relevant information can be separated from the morphological information. By and by, the 

results are great, which explains why the procedure is so significant. The last step consists 

of taking the objective video, taking the objective face from each frame, adjusting it so that 

there is the same illumination and expression, then using the modified auto-encoder to 

produce yet another face, and subsequently merging it with the objective face. 
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Figure 2. Illustration of a picture (left) being manufactured (right) utilizing the 

Deepfake procedure. Note that the manufactured face comes up short on the 

expressiveness of the first. 

 

 

 

 

 

 

Since the Deepfake peculiarity, different creators have proposed various systems to 

separate genuine recordings from counterfeit ones. Despite the fact that each proposed 

system has its solidarity, current discovery techniques need generalizability. As pointed by 

[1], despite the fact that each proposed system has its solidarity, current discovery 

techniques need generalizability. The creators noticed that current existing models center 

around the Deepfake creation apparatuses to handle by concentrating on their alleged 

practices. For instance, Yuezun et al. [2] and TackHyun et al. [3] used inconsistencies in 

eye blinking to detect Deepfakes. However, using the work of Konstantinos et al. [4] and 

Hai et al. [5], it is now possible to mimic eye blinking. A system they presented in [4] uses 

natural facial expressions such as blinking eyes to create videos of talking heads. The 

authors in [5] proposed a model that can generate facial expression from a portrait. Their 

framework can blend a still picture toexpress feelings, including a mind flight of eye-

flickering movements. Such progressions inDeepfake innovation make it hard to recognize 

the controlled recordings. To conquer such asituation, DF recognition is vital. 
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Thus, we portray another profound learning-based strategy that can viably recognize AI-

created fakevideos (DF Videos) from genuine recordings. To provide a CNN model to 

accurately identify and label deepfake videos. Using semi-supervised learning, we present 

a methodology that is even more accurate than CNN based on the accuracy metric. A subset 

of DeepFake Detection Challenge data was used to evaluate the proposed ResNet50 + 

LSTM model. It was impossible to train on the original dataset since it had many features. 

So a subset of the dataset has been taken but the same data and splits as the overall dataset 

has been maintained. 
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1.2 Problem Statement 

 

The task is to design and develop a deep learning algorithm to classify the video as 

deepfake or pristine. We will predict the probability that the video is fake or not with DF 

detection, which is usually a binary classification where the input is a video .mp4 and the 

output is a label L E ["REAL", "FAKE"], and we will be analyzing the input video. 
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An image classification problem to detect deepfakes can be thought of as a binary image 

classification task, with input being a video of 150 frames with a resolution of 1920x1080 

pixels (or 1080x2040 if recorded vertically). The output can be described as a binary label 

V * [0, 1] that indicates the presence or absence of DF videos.  

On every sample of the training set, the binary cross entropy loss is optimized.       

B 𝐿 (V, l) =  −1 ∗ log 𝑝 (Y = 1|V) − (1 − l) ∗ log 𝑝 (Y =  0|V)           

 

The probability that i will be labeled by the network is given by p(Y = i|V). 

 

1.3 Objectives 

 

Project objectives include the development of a CNN model that accurately detects and 

labels deepfakes. As a result of this work, we demonstrate that the performance of CNN is 

outperformed by a semisupervised learning approach. Using a subset of DeepFake 

Detection Challenge dataset, we evaluate our ResNet50 + LSTM based model. Due to the 

large data set, it was not possible to train the original dataset. We have taken a subset of 

the dataset, but kept the same splits and data as the whole dataset. 

 

 

1.4 Methodology 

 

Many tools are available to create Deepfake(DF), but there are few tools available to detect 

it. We anticipate that our approach for detecting DFs will greatly contribute to the 

prevention of DF percolation over the world wide web. The method we have developed 

can detect all types of DF, including replacement DF, retrenchment DF, and interpersonal 

DF. 

 

Our proposed technique (Figure 3) removes visual and fleeting elements from faces by 

utilizing a blend of a CNN with a RNN. Since all visual controls are situated inside face 

areas, and countenances are normally present in a little district of the frames, utilizing an 

organization that concentrates highlights from the whole frames isn't great. All things 
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considered, we center around removing highlights just in locales where a face is available. 

We split the video into frames. Followed by the face discovery and editing the frames with 

identified face. Then, at that point, consolidating the new edited face to make the new 

video. Then, at that point, we use ResNet50 CNN model to separate the highlights from 

the frames of the video, trailed by a LSTM layer for succession handling. Then, at that 

point, test-time augmentation is performed and predictions are made. Our methodology is 

portrayed exhaustively in the accompanying subsections, including a helping and test 

augmnetation approach we remembered for our DFDC accommodation.  

 
Figure 3. System Architecture 

  

 

1.5 Organization 

 

This Project is completely based on computer vision. As part of this project, the following 

methods, technologies and tools are used: 
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Methods Used: 

 

 Data Augmentation  

 Data Visualization 

 Convolutional Neural Networks 

 Transfer Learning  

 ResNet50 

 LSTM 

 Test Time Augmentation 

 

Technologies Used: 

 Python, Matplotlib 

 Pandas, Jupyter Notebook 

 SKlearn 

 Keras 

 Tensorflow 

 

Using any of these technologies is free and do not require any complex technical skills. 

Because of the time limitations of product development, these technologies are easier to 

use and faster. Therefore, the project can be implemented with ease. 
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2. Chapter-2: LITERATURE SURVEY 

 

Deep fake video is becoming more and more prevalent, posing a serious threat to democracy, 

justice, and public trust. This has prompted an increase in the demand for video analysis, detection 

and intervention. Listed below are a few examples: 

 

 By using a dedicated Convolutional Neural Network model for comparing generated faces 

with their surrounding regions, Exposing DF Videos by Detecting Face Warping Artifacts 

[6] was able to detect the artifacts. In this work, a pair of facial artifacts are featured. In 

their method, they observe that current implementations of the DF algorithm can only 

generate images with limited resolution, which will later need to be transformed further in 

order to match the faces in the video source. 

 

 Uncovering AI Created Fake Videos by Detecting Eye Blinking [7] depicts another 

technique to uncover counterfeit face recordings produced with profound neural 

organization models. The technique depends on discovery of eye flickering in the 

recordings, which is a physiological sign that isn't top notch in the orchestrated fake 

recordings. This technique has been tested over benchmark datasets assessing eye-blinking 

techniques and demonstrates promising results when applied to recordings created using 

Deep Neural Network-based programming. Their technique just uses the absence of 

flickering as a hint for discovery. Anyway certain different parameters should be 

considered for recognition of the profound fake like teeth charm, wrinkles on faces and so 

forth Our strategy is proposed to think about this multitude of parameters. 

 

 

 Capsule network is another method for detecting manipulated or forged video and image 

data. Through this method, manipulated and forged videos and images can be detected in 

various situations, like replay attacks and computer-generated videos. There has been 

random noise used in their method which is an undesirable practice. Although the model 

demonstrated positive performance in their dataset, it may not survive on real-time data 
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due to noise in training. For training our method, we propose a noiseless and real-time 

dataset. 

 

 Based on biological signals extracted from genuine and fake portrait video pairs, Detection 

of Synthetic Portrait Videos [9] detects and identifies fake portrait videos that contain 

biological signals. To train a probabilistic SVM and a CNN, change the highlight sets and 

PPG guides to catch the sign attributes, and ensure spatial soundness and transient 

consistency. Having determined the likelihood of the video being fake or credible, then a 

new verification is performed. This program determines whether a product contains 

counterfeit components with high accuracy, without regard to the generator, the content, 

the goal, or the nature of the video. It is not convenient to formulate a differentiable loss 

function based on the proposed signal processing steps when there is a lack of 

discriminator, resulting in the loss in their findings. 
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3. Chapter-3: SYSTEM DEVELOPMENT 

 

Security, government majority rule, and protection are progressively threatened by deepfakes. 

Several convincing applications for face trading exist in video compositing, representation 

changes, as well as character verification as it allows replaced faces in photos with those chosen 

from a variety of stock photos. But on the other hand, it is additionally a tactic that digital attackers 

use to obtain ill-conceived access by infiltration of distinguishing verification frameworks. 

Forensic modeling can get more challenging using profound learning programs like CNN and 

GAN because the remaining photos can preserve the pose, facial expression, and lighting of the 

originals. 

 

GAN images are probably the most difficult to detect among deep learning-generated images since 

they are highly realistic and high quality thanks to GAN's ability to automatically learn input 

distributions and generate outputs that have the same distribution as the inputs. 

 

3.1     Design:  

 

The threat of deepfakes has prompted the development of strategies for identifying them. 

Initially, video synthesis varied in look and complexity to match antique and mechanical 

elements from antiques. To recognize deepfakes, continuing techniques also applied 

innovatively-developed concepts and strategies to eliminate distinguishable and striking 

highlights. Location deepfakes are normally classified as binary classification problems, where 

classification logic is applied to distinguish legitimate recordings from altered ones. 

 

There are three types of deepfake detection methods. Identifying physical and psychological 

behaviors in videos is the goal of methodologies in the first category. The goal is to track head 

movements and eye blinking. We will discuss GAN finger impressions and organic signs found 

on pictures, such as blood streams that are recognizable in pictures. In the third category, we 

consider visual artifacts. For training, visual artifact-focused methods depend on large amounts 

of data. It is in this third category that we propose to place the presented model. The 
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degradation of frame data after video compression prevents many image detection methods 

from being used for videos. Aside from that, recordings have worldly attributes that do not 

adapt among one set of frames, so it is possible to construct strategies that can distinguish just 

still photographs from fake ones. 

 

3.2    Algorithm: 

 Start 

 Upload Deepfake Detection Challenge Image dataset 

 Importing all necessary Libraries 

 Data Preprocessing 

 Build and Train a ResNet50 + LSTM Model 

 ResNet50 extracts features 

 LSTM for sequence processing 

 Perform Test Time Augmentation 

 Predict on Test Dataset  

 End 

 

 

3.3    Model Development: 

 

Dataset: - 

 

Learning from data is at the core of Deep Learning. To achieve good learning quality and 

accurate predictions, careful dataset preparation is vital. MTCN, YouTube, and Deep fake 

detection challenge datasets are being used in equal quantities for our mixed dataset. The nature 

of these recordings commonly incorporates standing or sitting individuals, either confronting 

the camera or not, with a wide scope of foundations, light conditions, and video quality. The 

preparation recordings have a goal of 1920 × 1080 pixels, or 1080 × 1920 pixels whenever 

recorded in vertical mode. This dataset is made by an all-out of 119,146 recordings with an 

exceptional name (genuine or counterfeit) in a preparation set, 400 recordings on the validation 
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set without names and 4000 private recordings in a testing set. The 4000 recordings of the test 

set cannot be examined yet models can be assessed on it through the Kaggle framework. The 

proportion of manipulated: real recordings is 1:0.28. Since just the 119,245 preparing 

recordings contain names, we utilize the entirety of that dataset to prepare and approve our 

strategy. The gave preparing recordings are isolated into 50 numbered sections. Our 

preparation process uses 30 sections, our validating process uses 10 sections, and our testing 

process uses 10 sections. 

 

The private set utilized for testing assesses submitted strategies inside the Kaggle framework 

and reports a log-likelihood loss. Log-likelihood loss radically punishes being both sure and 

wrong. In the most pessimistic scenario, an expectation that a video is bona fide when it is 

really controlled, or the opposite way around, will add boundlessness to your An interesting 

name is allotted to every video determining whether or not it contains a control. 

Notwithstanding, it isn't indicated which sort of control is performed: face, sound, or both. As 

our technique just uses video data, controlled recordings with just sound controls will prompt 

boisterous marks as the video will be named as fake however faces will be genuine. Moreover, 

more than one individual may be available in the video, with face controls performed on just 

one of them. blunder score. Practically speaking, assuming this most pessimistic scenario 

occurs, the loss is cut to an extremely huge worth. This assessment framework represents an 

additional a test, as techniques with great execution in measurements like exactness, could 

have extremely high log-likelihood blunders. Our recently pre-arranged dataset contains half 

of the first video and half of the controlled deepfake recordings. The dataset is parted into 80% 

train and 20% test set. 

Classification Setup: - 

In the following model, X refers to the input set, Y refers to the output set, and f is the 

prediction function of the classifier that takes values in X as input to the action set A, the 

random variable pair (X, Y) that is assumed to take values in X * Y. The chosen classification 

task is to minimize the error E(f) = E[l(f(X), Y)], with l(a, y) = 1/2 (a − y) ^2 . 
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PyTorch and Keras 2.1.5 have been used to implement both networks using Python 3.5. The 

network's weights are optimized using successive batches of frames of size 224 × 224 × 3 using 

the default parameters for ADAM (β1 = 0.9 and β2 = 0.999). 

 

Preprocessing: -  

 

The video is divided into frames as part of the pre-processing. Then, face recognition is 

performed, followed by trimming of the frames that contain the detected faces. We determine 

the mean of the dataset video and make a new handled face trimmed dataset containing the 

frames equivalent to the mean in order to maintain consistency in the quantity of frames. In 

pre-processing, frames without faces are ignored. Since all visual controls are situated inside 

face areas, and countenances are ordinarily present in a little locale of the casing, utilizing an 

organization that concentrates highlights from the whole frames isn't great. All things being 

equal, we centre around extricating highlights just in districts where a face is available. As 

handling the 10 second video at 30 frames each second for example all out 300 frames will 

require a ton of computational power. So we propose to use only 150 frames for training the 

model for experimental purposes. 

 

Model: - 

 

In deepfake videos, there are inconsistencies between frames as well as within frames. LSTM 

and CNN are used to identify deepfake recordings using the temporal-aware pipeline 

technique. CNN is utilized to eliminate frame-level elements, which are subsequently 

incorporated into LSTM to make a succession descriptor. The model comprises of ResNet50 

followed by one LSTM layer. A fully connected network is at last utilized for grouping 

doctored recordings from genuine ones dependent on the succession descriptor. The Data 

Loader stacks the pre-handled face trimmed recordings and split the recordings into train and 

test set. Further the frames from the handled recordings are passed to the model for preparing 

and testing in mini batches. The recognition network comprising of fully connected layers is 
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utilized to accept the grouping descriptor as information and work out probabilities of the 

frames arrangement having a place with either bona fide or deepfake class. 

 

 

Figure 4. Input Sequence through model 

 

ResNet CNN for Feature Extraction: - 

 

By using the ResNet CNN classifier, we are proposing to efficiently extract the features and 

create an accurate frame level classifier instead of rewrite it. To properly converge the gradient 

descent of the model, we will add extra layers and choose a proper learning rate to fine-tune 

the network. After the last pooling layer, the 2048-dimensional feature vectors are used as the 

sequential LSTM input. 

 

LSTM for Sequence Processing: - 

 

Data from all tested casings should be used to perform the video-level forecast. In addition to 

the programmed face weighting, we incorporate a Recurrent Neural Network (RNN) 

underneath to combine the highlights of all face districts and frames. In order to get an accurate 

measurement, we combine the features, logits, and all face districts with the Long Short Term 

Memory (LSTM). We expect a progression of ResNet CNN data frames graphs as information 

and a two-hub neural organization, with chances for the combo to be imperative for an 

extensive fake video or an untampered video. Developing a model to recursively process 

sequences in a meaningful manner is the key challenge to be addressed. As a solution, we 
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propose the use of a 2048 LSTM unit with 0.4 dropout probability, in order to accomplish our 

objectives. 

 

By comparing the frame at 't' second with the frame at 't-n' second, the time of the video can 

be analyzed by using LSTMs. In other words, n is the number of frames before t. The LSTM 

consists of three stacked bidirectional layers and one unidirectional layer with aspect 2048. To 

determine the likelihood of the video being manipulated, the direct layer and the Sigmoid 

function are applied to the result of the LSTM. 

 

Training Process: - 

 

Training, validation, and testing are essential components of Deepfake detection. Training 

forms the core of the proposed model. This is where learning takes place. For DL models to fit 

specific domains of problems, designs and fine-tuning are necessary. We must find parameters 

that are optimal for training our dataset. The training and validation components are also 

similar. During the validation process, we fine-tune our model. The validation component 

tracks progress in training and accuracy in detecting DeepFakes. A specific video is classified 

and determined by the testing component by determining the class of the faces extracted. The 

testing component contributes to the research objectives. 

 

Feature Learning (FL) is one component of the proposed model, while classification is the 

other. FL extracts learnable features from face images by analyzing them. As input, the FL is 

converted into a sequence of pixels for the final detection process through the Classification 

process. A feature learning (FL) method involves convolutional operations that are stacked on 

top of each other. A ResNet50-inspired architecture underlies the feature learning component. 

As opposed to the ResNet50 architecture, the FL component does not have the fully connected 

layer, and its purpose is not to classify faces but rather to extract features from face images for 

the Classification component. As a result, with a FL component, you do not have the fully 

connected layer of a CNN. 
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The ResNet50 is initialized with pre-trained weights. We introduce the LSTM and Fully 

Connected layers with an arbitrary weight system. The network is prepared start to finish with 

the parallel cross-entropy loss (BCE) work with the LSTM expectation. The BCE loss is 

processed with trimmed countenances from casings of a haphazardly chosen video. Note that 

this loss depends on the result probabilities of recordings being controlled (video level 

forecast). The BCE applied to refreshes the loads. The BCE applied to refreshes all weights of 

the outfit (barring ResNet50). 

 

 

 

While we train the total group start to finish, we start the training process with a discretionary 

introductory advance comprising of 2000 batches of arbitrary harvests to get an underlying 

arrangement of parameters of the model. While this didn't present any expansion in discovery 

precision during our trials, it gave a quicker union and a more steady preparing process. 

 

Because of computational limitations of GPUs, the size of the network, and the quantity of info 

frames, just a single video can be handled at an at once. Be that as it may, the network 

parameters are refreshed in the wake of handling each 64 recordings (for the binary cross-

entropy loss). With a learning rate of 0.001, Adam is used as the optimization technique. Our 

method for reducing calculation costs uses Relu (activation function) and LeakyRelu. 
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Figure 5. Data Flow Diagram 
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Evaluation: - 

 

The model is arranged using the twofold cross-entropy loss function. A min-batch of 32 

pictures are normalized using mean of [0.485, 0.456, 0.406] and standard deviation of [0.229, 

0.224, 0.225]. The standardized face pictures are then increased prior to being taken care of 

into the model at each preparation cycles. Adam analyzer with a learning pace of 0.1e-3 and 

weight rot of 0.1e-6 is utilized for enhancement. The model is prepared for an aggregate of 20 

epochs. The classification procedure takes in 30 facial pictures and passes it to our prepared 

model. To decide the characterization exactness of our model, we utilized a log loss function. 

A log loss depicted in Equation 1 groups the organization into a likelihood circulation from 0 

to 1, where 0 > y < 0.5 addresses the genuine class, and 0.5 ≥ y < 1 addresses the fake class. 

We picked a log loss classification metric since it profoundly punishes irregular suppositions 

and confident false forecasts. 
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4. Chapter-4: PERFORMANCE ANALYSIS 

 

4.1    Analysis 

 

As a result of deepfakes, you can open up additional opportunities in computerized media, 

virtual reality, mechanics, education, and numerous other fields. In another context, they 

represent innovations that can ruin and undermine the whole society. With this in mind, we 

developed a model that combines CNNs and LSTMs for the DF video identification task. 

 

LSTMs can deal with sequences of consecutive frames, whereas CNNs are good at learning 

local highlights. Our model leverages this combined limit to associate each pixel in a picture 

and comprehend nonlocal highlights. When preparing and grouping, we gave equal emphasis 

to the preprocessing of the information. 

 

The networks have been analyzed to find out how they approach classification. We can do this 

by using the weights of the diverse convolutional kernels and neurons as descriptors of 

pictures. Inferences can be deciphered as discrete second requests, for example, by using a 

positive weight, a negative one, and a positive weight once again. Although this is just an 

indication of the main layer, it doesn't convey much during appearances. To find out what sort 

of sign is being received by a particular channel [6] another way is to generate an information 

picture amplifying the initiation of that channel. As shown in the below Figure, the last secret 

layer of ResNet50 has been actuated to such a great extent for a very long time. Based on the 

weight assigned to their result for the last arrangement choice, depending on whether their 

actuation pushes toward a negative or positive score, we can isolate those neurons that 

influence either the genuine or produced class. In significant contrast, positive-weighted 

neurons induction exhibited photos with exceptionally clear eye, nose, and mouth areas as 

opposed to negative-weighted neurons, which contained “differences” on the establishment 

portion, leaving the face area “smooth.” As Deepfake-made faces are typically blurry, or else 

somewhat opaque, if not for the emphasis on nuances, are displayed differently to the 

remainder of the photograph that is left unchanged. The underlying result of a layer can at the 

same time be viewed as a mean aftereffect for gatherings of certified and fabricated images, 
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and the distinctions among the incitements can be seen as well and perceptibly interpreted as 

the information photographs that are significant to the course of action. Since the establishment 

displays the most important apexes on authentic pictures anyway, the eyes are clearly started 

on authentic pictures. It is apparent to us that it is again a question of fogginess: In genuine 

pictures, however, the eye is the most definite element while in synthetic pictures, the eye is 

the primary piece due to the aspect reduction experienced by the face. 

 

4.2    Results 

Using the combination of Conv+LSTMs and test-time augmentation, we apply Transfer 

Learning to pre-trained models such as ResNet50, MesoNet and DenseNet121. The DFDC 

dataset helps us prepare and evaluate our strategy. Our comparison shows that our approach is 

relatively superior to the other three approaches. When these networks are considered, we can 

simply normalize the expectations for each frame to calculate a forecast on video level. With 

the guidance of the validation set, the arrangement that yields the best adjusted precision is 

determined. Based on balanced accuracy, Table 1 shows the results. If we process only the face 

regions, the accuracy increases dramatically. Almost all pre-trained models were overfit after 

six to eight epochs, as illustrated in Figure 3, the loss of the train sets and validation sets for 

the ResNet+LSTM model is shown. The validation loss begins to increase after the 5th epoch, 

which indicates overfitting. Testing was enhanced using test-time augmentation (TTA). With 

TTA, you can perform data augmentation on a test image to get several versions of it and 

average predictions. Our evaluation of TTA used a different set of transformations than that of 

the ResNet model. ResNet50 + LSTM is the model that achieves the highest accuracy, 94.63%. 
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Figure 6. Train and Validation Accuracy   Figure 7.  Train and Validation 

Loss 

 

 

4.3    Screen shots of the various stages of the Project 

 

 

Importing Packages – 

 

 
Pre-Processing –  
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Model Architecture –  
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Training Model - 
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4.4    Comparisons 

 

Our dataset was used to train multiple models. From those, ResNet50 + LSTM offers the most 

accurate testing and training results. Our observations have shown that the network regularly 

fails to engage in exceptionally practical and effective manipulation based on poorly-lit or 

foggy images that are inferior in quality. Despite their difficulty, manipulations made in 

excellent recordings appear to be accurately identified. 
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Table 2. Evaluation Results 

 

  

Model  Train Data Test Data 

Custom Model 0.8523 0.8057 

ResNet50+LSTM 0.9795 0.9463 

MesoNet 0.9568 0.8997 

DenseNet121 0.9699 0.9181 
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5. Chapter-5: CONCLUSIONS 

 

5.1 Conclusions 

 

The risks of face tampering in video are well known today among most people. A number 

of different fields are open to us as a result of DF: advanced media, VR, mechanical 

technology, schooling, and many more. In another context, they represent innovations that 

can ruin and undermine the whole society. 

 

As part of the design, we incorporated a neural network based method to classify the video 

as either deep fake or genuine, as well as the certainty of the proposed model. The proposed 

method is inspired by the way the deep fakes are created by the GANs with the help of 

Autoencoders. Using the ResNet50 CNN, frame level detection is done, followed by video 

classification using the RNN and LSTM. As a result of the listed parameters in the paper, 

the proposed method can identify a fake video or a real video. Analysis of our technique 

shows that it can reliably identify DF on the web under genuine states of dispersion, with 

an average of 94.63%. There is a high expectation that real-time information will be as 

accurate as possible. Having the opportunity to create a solution for a given issue without 

the need for an earlier hypothetical review is a central part of profound learning. However, 

we also have the option to understand this arrangement's beginning to evaluate its 

characteristics and constraints, so we spent considerable time imagining the channels 

within our network. Our prominent empirical findings have shown that the eyes and mouth 

are integral to recognizing appearances made with DF. It is anticipated that future devices 

will make our organizations more powerful, efficient, and to make them better able to 

understand profound businesses. 
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5.2 Future work 

 

Model Ensembling 

By utilizing a variety of modeling algorithms or by using a variety of training data sets, 

ensemble modeling enables various models to predict a result. Once all of the base models 

are combined, an ensemble model calculates a single final prediction for the inconspicuous 

data. Our prediction process can be enhanced by ensembleing multiple models (ResNet50, 

MesoNet, DenseNet, and Custom Model). 

Data Augmentation 

Adding augmented data to data analysis is a process that uses newly manufactured 

information added to previously existing data over time, or just slightly altered duplicates 

of data already available. It acts as a regularizer for an AI model and reduces overfitting. 

 

Early Stopping 

During training, early stopping can lead to better results. It enables you to specify an 

individual degree of training epochs and stop the preparation of a model after a certain 

amount of time has elapsed, enhancing a hold out validation dataset. 

 

BlockChain 

Researchers have found that blockchain technology can help detect deepfakes more 

effectively.  There are not many examinations of blockchain's use in deepfake detection 

based on the fact that it has been used successfully in numerous fields. The ultimate tool 

for computerized provenance arrangement, it allows you to make an unchangeable chain 

of unique blocks of metadata. 

 

Image Aggregation 

Videos are often compressed when they are assessed, especially online videos, which can 

result in huge amounts of lost information. Then again, showing the same face in a 

succession of frames could help make the video more accurate in terms of its overall score 

if it allows for multiple experiences. The average of the network prediction over the video 

can be used to accomplish this. Theoretically, the association between frames of a single 
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video is so strong that a gain in scores or a confidence interval indicator can't be justified. 

In practice, A majority of filmed faces contain stable clear frames to give viewers comfort. 

A majority of good predictions on a sample of frames taken from the video suggests that 

the effects of movement blur, face occlusion, and random misprediction on a sample of 

frames are outweighed. 

 

Audio Manipulation 

Until now, our model only worked on deepfakes that had been manipulated on the video 

side. However, thanks to the rapid advancement of the CNNs [4, 20], the Generative 

Adversarial Networks (GANs), and their variants, it is now possible to create deepfakes 

that have been manipulated on the audio side as well. Video with manipulated audio will 

be declared fake, but the faces will remain genuine, This makes it much more difficult to 

distinguish true, untampered audiovisuals from those that have been altered. Due to the 

ability to create a sound, video, and images that appear real, various stakeholders have 

taken action to deter such developments from being used maliciously. Consequently, 

researchers are attempting to devise deepfake detection mechanisms that can also detect 

synthesized audio. 

 

 

5.3 Applications 

 

• Fake News Detection 

• Prevent damage to reputation of individuals 

• Malicious hoaxes detection 

• Prevent distortion of democratic discourse 

• Reduces exacerbation of social divisions 

• Prevents Financial Fraud 
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APPENDIX 

 

ResNet50 Structure: - 

 

The advantage of using residual networks is that they can skip blocks of convolutional layers by 

using shortcut connections. In this architecture, the down-sampling process occurs at convolutional 

layers with stride of two, after which batch normalization is performed. In the final stage of the 

process, a ReLU activation is applied. The architecture consists of 101 layers in total, ending with 

a softmax activation at the top. Five stages comprise ResNet-50, each including convolution and 

identity blocks. Within each convolution block and within each identity block, there are 3 

convolution layers. Over 23 million parameters can be trained with the ResNet-50. 

 

 

Figure 8. ResNet50 Model Structure 

 

LSTM Layer: - 

 

A LSTM network is a type of recurrent neural network that is capable of learning order dependence 

in sequence prediction problems. The purpose of such behaviour is to simplify complex problem 

spaces such as machine interpretation and speech processing. LSTMS are a complex aspect of 

deep learning. In order to gain a clear understanding of LSTMs and how terms like bidirectional 

and sequential go together, it is sometimes difficult to grasp their significance. 
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Significantly, LSTM is similar to a RNN cell. LSTM's inner workings can be viewed here. Here 

is the inside working of the LSTM organization. In the picture below, you can see that the LSTM 

consists of three sections, each of which fulfills a specific function. 

 

Figure 9. LSTM Architecture 

Based on the timestamp of the past, the initial segment decides if the data from that time should 

be recalled or not. Cellular integration takes place in the following part when the new data is 

assimilated into this cell. Finally, in the third part, the cell passes the refreshed data from the current 

timestamp to the following timestamp. 

LSTM cells consist of three pieces known as entryways. First there is the Forget door, then the 

Input entryway, and last but not least, the Output entryway. Similar to a RNN, an LSTM also has 

a secret state, where H(t-1) addresses the current timestamp's secret state and Ht addresses the past 

timestamp's secret state. LSTMs have an additional cell state addressed by C(t-1) and C(t) on their 

own, depending on whether they are addressing past or present timestamps. 

Cell's state is called Short term memory, and the secret's state is called Long term memory. In light 

of this, it's interesting to observe that the cell state is what contains all the timestamps. 

 


