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Abstract

The objective of the thesis entitled, “Study of Some Nonlinear Partial Differential Equa-

tions for Lie Symmetries and Exact Solutions”, is to study the applications of Lie groups

to the nonlinear partial differential equations (NLPDEs). The prime objective in this

thesis is to examine the Lie symmetries of the NLPDEs in order to obtain the exact

solutions, which are helpful in demonstrating the integrability and physical behavior of

the nonlinear equations.

During the last few decades, investigations of exact solutions to nonlinear partial dif-

ferential equations have played a vital role in the study of physical phenomena. Exact

solutions provide the proper understanding of qualitative features of many nonlinear

physical phenomena and processes in various areas of natural science.

In recent years, the generalization of the constant coefficients to variable coefficients has

grown predominantly in research interest. Because the differential equations with vari-

able coefficients characterize many nonlinear phenomena more realistically than equa-

tions with constant coefficients, but often, it is difficult to solve explicitly these nonlin-

ear differential equations for exact solutions. However, there is much current interest

in finding the exact explicit solutions of these nonlinear equations. The exact solutions

provide much information about physical phenomena and various other aspects of these

nonlinear systems. The exact solutions are also helpful to examine and discuss the sen-

sitivity of physical phenomena with several important parameters described by variable

coefficients. These solutions are also helpful in designing and testing numerical algo-

rithms. Mathematical methods which generate a wide range of explicit solutions and

applicable to all type of nonlinear differential equations are few. The group-theoretic

techniques can be categorized in this class, and generally, it produces a variety of ex-

act solutions, directly or via similarity solutions, classifying invariant equations and/or

reducing the number of independent variables. The study carried out in this thesis is

confined to the applications of Lie group theory to four NLPDEs, namely, the (2+1) di-

mensional dispersive long wave system, the (3+1) dimensional Kadomtsev-Petviashvilli

(KP) equation with variable coefficients and an arbitrary nonlinear term, Schrödinger

equation with variable coefficients, Gilson-Pickering equation with variable coefficients.

Also, the (2+1) dimensional Boiti-Leon-Pempinelli equation has been investigated by

utilizing the (G′/G2)-expansion method and the first integral method.

Chapter 1 describes the introduction of nonlinear partial differential equations and exact

solutions. Also, we have discussed the preliminaries of the Lie group of transformations,

the first integral method, and the G
′
/G2-expansion method and relevant literature sur-

veys.
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Chapter 2, is devoted to the following (2+1) dimensional Dispersive Long Wave (DLW)

equation of the form :

uyt + vxx + uxuy + uuxy = 0,

vt + uxv + vxu+ uxxy = 0.

On applying the classical Lie group method, the infinite-dimensional symmetries have

been derived along with the Kac-Moody-Virasoro algebra. The reduced PDEs are fur-

ther investigated for their invariance properties to obtain the exact solutions.

Chapter 3, considers the study of following Schrödinger equation with variable coeffi-

cients :

iqt + (a1(t) + ia2(t))qxx + (b1(t) + ib2(t))(|q|2nq)x = 0,

where a1(t), a2(t), b1(t), b2(t) are arbitrary real functions and q(x, t) is a complex-valued

function that expresses wave envelope. The Lie symmetries of this equation have been

worked out, and the reduced ordinary differential equations are further solved by em-

ploying the power series method.

Chapter 4, deals with the study of the following (3+1) dimensional Kadomtsev-Petviashvilli

(KP) equation with variable coefficients :

(ut + λ(t)(k(u))x + µ(t)uxxx)x + γ(t)uyy + δ(t)uzz = 0,

where µ(t), γ(t), δ(t), λ(t) are arbitrary functions of t only and k(u) is an arbitrary

nonlinear term.

For the KP equation, infinite-dimensional symmetries have been reported using the

Lie group method. To illustrate the further process the variable coefficients have been

taken as power functions of t. As a result the equation is reduced to nonlinear partial

differential equations with three independent variables, which are further investigated

using the group method and obtain the various new exact solutions.

Chapter 5, deals with the study of following Gilson-Pickering equation with variable

coefficients

ut − a(t)uxxt + b(t)ux − uuxxx − c(t)uux − d(t)uxuxx = 0,

where a(t), b(t), c(t), d(t) are arbitrary functions of their argument. This equation is

reduced to nonlinear ordinary differential equation (ODE) by carrying out the classical

Lie symmetries. These ODEs have been further investigated for obtaining the solutions

with the help of the power series method.
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Chapter 6, is devoted to the following (2+1) dimensional Boiti-Leon-Pempinelli equation

uty = (u2 − ux)xy + 2vxxx,

vt = vxx + 2uvx.

The first integral method and (G′/G2)-expansion method have been employed to furnish

the exact traveling wave solutions. The obtained solutions include the trigonometric,

exponential, and rational functions.
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Chapter 1

Introduction and Review of

Literature

1.1 Background and Motivation

The study of differential equations has been playing a significant role in modeling the

real-world problems and their applications not only in physics but approximately in

every field of science and engineering for nearly five centuries. Most of the problems

are nonlinear in nature and are often described by a single differential equation or a

system of differential equations.

But in nature, there are complex dynamics, which cannot be elucidated by means of

ordinary systems, and from the experimental observations and reality, it has been re-

ported that there exists a lot of complex systems in real-world which have anomalous

dynamics such as fluid mechanics, heat and mass transfer, the motion of an airplane,

air flow in lungs, prediction of weather, modeling cancer growth, drug delivery to

parts of the body, electromagnetic theory and so on.

The fact of studying nonlinear differential equations is regarded as a challenging and

complex endeavor. On comparison with the variety of tools present in linear equa-

tions, the techniques for nonlinear equations are limited for some special categories.

Due to the complexity in nature, there is no general method to solve the nonlinear

1



differential equations. This is the reason when dealing with a nonlinear differential

equation, the first step is to linearize it or to avoid the nonlinear aspects completely.

But in analyzing the behavior of the physical system, one often comes across situa-

tions when the linearized model is inadequate/inaccurate, and that is the time when

the study of nonlinear models as such becomes imperative. In the nineteenth century,

linear systems became the mathematical discipline and achieved remarkable success

throughout the sciences, on the other hand, due to the complex nature of nonlinear

differential equations, they remained much harder to understand. Consequently, some

approximate solutions had been constructed by applying the asymptotic, numerical

methods and perturbation methods. However, these solutions do not provide much

information about the equation(s).

The analysis of the nonlinear partial differential equations (NLPDEs) has not only

played an imperative role in modeling the physical phenomena but also helped in

making more specific contributions in theories and concepts devised in the last cen-

turies. Consequently, a strategy is normally adopted for obtaining the solutions of

the nonlinear equations as follows:

(i) By applying the certain physical assumptions to linearize the given nonlinear

differential equations.

(ii) Numerical integration of differential equations under certain boundary condi-

tions.

(iii) To obtain the exact (explicit/implicit) solutions of the equations.

In fact, the first two steps have a great deal of contributions, whereas the third ap-

proach is usually avoided because of ponderous and complicated calculations. But

the strong desire for exact analytical solutions to NLPDEs has made a formidable

growth in the research interest. Thus, there is more interest on finding the exact solu-

tions of nonlinear equations during last few decades, and these solutions provide the

information about the various aspects of physical and nonlinear phenomena. Exact

solutions can be used as models for physical experiments, as benchmarks for testing
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and designing numerical algorithms. These solutions can serve as a basis for perfect-

ing and testing computer algebra software package for solving differential equations.

The explicit solutions for NLPDEs are rare and the methods which generate the

family of solutions are not only getting popular but also increasingly sought. So

to find the exact solutions a number of effective methods have been developed such

as the classical Lie symmetry method [28]-[31], nonclassical symmetry method [30],

Clarkson Kruskal-direct method [111], nonlocal symmetry method [31], [78], [82], the

ansätze based method [26], [65], Painlève approach [98], exp-function method [2],

[50], (G
′
/G) - expansion method [70], Adomian decomposition method [43], Homo-

topy perturbation method [83], the first integral method [109], (G
′
/G2) - expansion

method [66], [110], modified extended tanh-function method [90], extended Jacobi

elliptic function [105], elliptic equation rational expansion method [104] and many

more. The methods which generate a variety of solutions and applicable to all types

of nonlinear equations are very few. The group-theoretic techniques are categorized

in this class and it produces a wide range of exact solutions in a systematic manner.

Since the NLPDEs have been a powerful tool to model and study the dynamics of

many physical processes of the applied sciences, the solutions of differential equations

are compared with the actual behavior of the corresponding system to determine if

or not the formulation in terms of differential equations is accurate.

The study carried out in this thesis is devoted to the applications of Lie group methods

based on the theory of continuous groups, also known as Lie groups of transformations

acting on the space of independent and dependent variables of the system. Norwegian

mathematician Sophus Lie [96] introduced the notion of the Lie group method and

established that the order of an ordinary differential equation (ODE) can be reduced

by one if it remains invariant under a one-parameter point group of transformations

and for a partial differential equation the invariance under a continuous group of point

transformations leads directly to the superposition of solutions in terms of transfor-

mations [29]. Further, Bluman and Cole [28], Ovsiannikov [60], Ibragimov [71] and

Olver [79] extended the theory of Lie point groups to wide range of problems.

The prime motive in the proposed work is to demonstrate the importance and ade-

quacy of Lie group methods in solving nonlinear systems. In brief, a symmetry group

3



of a single or a system of the partial differential equations which is a continuous group

of point transformations acting on the space of independent and dependent variables

and which leaves the equations invariant is determined algorithmically, and then the

solutions of a partial differential equation(s) can be obtained by solving a reduced

system of the differential equation(s) with lesser number of independent variables.

The detailing theory and various applications of Lie groups may found in research

notes/books of Bluman and Cole [28], Ovsiannikov [60] and Olver [79].

1.2 Methodology

During the period 1872-1899, Sophus Lie [94], [95], [96], established the concept of

Lie group method of differential equations. Regardless of its important features, Lie’s

method to differential equations faded into obscurity and, the entire subject lay dor-

mant for nearly half a century. It was in the fifties of the last century when the work

of G. Birkhoff [27] and I. Sedov [58] on dimensional analysis gave relevant attention

to the unexploited applications of Lie groups to the differential equations and then,

in the late 1950s, it was successfully applied to a wide range of problems through

the pioneering efforts of Ovsiannikov [60] and his co-workers. During the years 1960-

1970, the whole field was active again and new applications of Lie group theory were

being proposed by a number of researchers including Bluman and Anco [29], Bluman

and Cole [30], [28], Bluman and Kumei [31], Hydon [25], Stephani [37], Cantwell [11],

Olver and his co-workers [79, 81], Ibragimov [71, 72], Ibragimov and Kovalev [73], Hill

et al. [44]-[47], Grundy [87], Gagnon and Winternitz [59], Clarkson and Mansfield

[76, 77].

Symmetry method provides an essential tool to examine the wide range of topics

in a systematic way, such as homogeneous and separable equations, the integration

by quadrature of ODEs, methods of undetermined coefficients, the determination of

invariant solutions of initial and boundary value problems, reduction of order, deriva-

tion of conservation laws, construction of links between different differential equations

(DE) that turn out to be equivalent. Lie has shown that the invariance of an ODE

4



under the Lie group of point transformations, provides some special solutions called

invariant solutions without the knowledge of the general solution of the ODE. For

exhaustive reviews of Lie’s, on this aspect we refer to the works of Lie and Engel [94],

Cohen [8], Goursat [21], Ince [23], Hermann and Dickson [88].

The key idea of Lie’s group theory of symmetry analysis of DE relies on the invariance

of the latter under a transformation of independent and dependent variables. This

transformation forms a local group of point transformations establishing a diffeomor-

phism on the space of independent and dependent variables, mapping solutions of the

equations to other solutions. Lie proposed that the problem of obtaining the point

symmetry of a differential equation leaving invariant a given differential equation,

reduced to solving related linear homogeneous systems of determining equations for

the infinitesimal generators. He also proposed that a point symmetry of a DE leads,

in the case of an ordinary differential equation, to reduce the order of the DE and in

the case of a partial differential equation (PDE), to finding special solutions known

as the similarity (invariant) solutions of the differential equation. In this direction,

some other important and significant contributions are from Rosati and Nucci [55],

Gandarias and Bruzon [63]-[64], Anco and Dennis [89], Bihlo and Popvych [4], [5].

Among various generalizations of Lie’s theory, there are the following approaches:

(i) Nonclassical method [30]

(ii) General method of differential constraints [22], [80]

(iii) Generalized symmetries [82]

(iv) Equivalence transformations [42]

(v) Nonlocal symmetries [31], [78], [82]

In recent years, Lie’s classical theory has gained much interest of researchers in the

field of NLPDEs. The prime objective in carrying out this work has been to demon-

strate the importance and adequacy of the Lie group method over various other meth-

ods available in the literature. Some specific physical nonlinear systems have been

5



considered to accomplish the task. The problems studied are dealt in two phases: In

the first phase, Lie point symmetries of the nonlinear systems under investigation are

derived by adopting the classical Lie group method, and then in the second phase,

after successful deduction of the reduced systems of PDEs or ODEs, the efforts are

confined to deduce the exact solutions. In some problems, we have also investigated

the reduced ODEs using the power series method. Brief literature survey relevant to

the work has also been put up in chapters. We reproduce in the following sections

certain characteristic features of the techniques utilized and general notions essential

for understanding and carryover of the Lie group method [28], [29].

1.3 Lie Group Method to Construct Solutions of

NLPDEs

In this thesis, we are dealing with the method of group invariant solutions based on

the theory of a continuous group of point transformations, also called the Lie group

of transformations, acting on the space of independent and dependent variables. The

notion of the Lie group method was originally introduced by Sophus Lie [94], [95],

who proposed that the order of an ODE can be reduced by one if it remains invariant

under a one-parameter Lie group of transformations, and for a PDE, the invariance

under a continuous group of point transformations leads directly to the superposition

of solutions in terms of transformations. In the following section, we first introduce

the relevant concepts of Lie group transformations and then provide the algorithmic

description of the methods applied in later chapters to derive the symmetry groups of

the systems under investigation. Also, the G′/G2-expansion method and first integral

method, which are of interest in the present work to obtain the exact traveling wave

solutions of the nonlinear PDEs have been described. For details on Lie groups,

theorems and their proofs, we refer our reader to see (Bluman and Cole [28], [30],

Bluman and Anco [29], Olver [79]-[81], and Stephani [37] ). Also, the relevant details

of the G′/G2-expansion method and first integral method can be found in [54], [66],

6



[70], [109], [110].

1.3.1 Lie Group of Transformations

Definition 1.3.1 [29] “Let x = (x1, x2, x3, . . . , xn) lies in region D ⊂ Rn. The set

of transformations

x̃ = X(x; ϵ), (1.3.1)

defined for each x in D and parameter ϵ ∈ T ⊂ R, with ϕ(ϵ, δ) defining a law of

composition of parameters ϵ and δ in T , such that

(i) For every ϵ in T , the transformations are bijective on D.

(ii) T with the law of composition ϕ forms a group.

(iii) For each x in D, x̃ = x when ϵ = ϵo corresponds to the identity element e of T,

i.e.,

X(x; ϵo) = x.

(iv) If x̃ = X(x; ϵ), ˜̃x = X(x̃; δ), then

˜̃x = X(x;ϕ(ϵ, δ)),

such family of transformation is known as the one-parameter group of transforma-

tions.”

Definition 1.3.2 [29] “A one-parameter group of transformations defines a one-

parameter Lie group of transformations if, in addition to satisfying axioms (i)− (iv)

of definition (1.3.1), the followings hold:

(i) ϵ is a continuous parameter, i.e., T , is an interval in R. Without loss of gener-

ality, ϵ = 0 corresponds to the identity element e.
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(ii) X is infinitely differentiable with respect to x in D and an analytic function of

ϵ in T .

(iii) ϕ(ϵ, δ) is an analytic function of ϵ and δ in T .”

1.3.1.1 Infinitesimal Transformation of Lie Group

Expanding, one-parameter group of point transformations x̃ = X(x; ϵ), about ϵ = 0,

in some neighborhood of ϵ = 0, we have

x̃ = X(x; ϵ) = X(x; 0) + ϵ
(∂X
∂ϵ

)
|ϵ=0 +

1

2
ϵ2
(∂2X
∂ϵ2

)
|ϵ=0 + · · ·

= x+ ϵ
(∂X
∂ϵ

)
|ϵ=0 +O(ϵ2). (1.3.2)

The transformation x̃ = x+ϵξ̃(x)+O(ϵ2) is known as the infinitesimal transformation

of the Lie group. The components of ξ̃(x) are the infinitesimals of (1.3.1), where

ξ̃(x) =
∂X(x; ϵ)

∂ϵ
|ϵ=0. (1.3.3)

1.3.1.2 Infinitesimal Generators

The infinitesimal generator of the one-parameter group of transformation (1.3.1) is

the linear differential operator

V = ξ̃(x).∇ =
n∑
i=1

ξi(x)
∂

∂xi
, (1.3.4)

where ∇ indicates the gradient operator

∇ =

(
∂

∂x1
,
∂

∂x2
, . . .

∂

∂xn

)
. (1.3.5)

1.3.1.3 Invariant Functions

An infinitely differentiable function F (x) is defined to be an invariant of the Lie group

of transformations (1.3.1) if and only if, for any group transformation (1.3.1),

F (x̃) = F (x). (1.3.6)
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Theorem 1.3.1 F (x) is invariant under a Lie group of point transformations (1.3.1)

iff, V F (x) = 0.

1.4 Point Transformations and Extended transfor-

mations

We will be concerned with the determination of one-parameter (ϵ) Lie groups of

point transformations admitted by a given system S of differential equations. A

one-parameter Lie group of transformations is a group of transformations of the form

x̃ = X(x, u; ϵ), (1.4.1)

ũ = U(x, u; ϵ), (1.4.2)

acting on the space of n+m variables

x = (x1, x2, . . . , xn), (1.4.3)

u = (u1, u2, . . . , um), (1.4.4)

where x denotes n independent variables and u indicates the m dependent variables.

A Lie group of transformations (1.4.1)-(1.4.2) introduced by S maps any solution

u = Θ(x) of S into a one parameter family of solutions u = ϕ(x; ϵ) of S. In other

words, a group of point transformations (1.4.1)-(1.4.2) leaves S invariant in the sense

that, the form of S remains same in terms of the transformed variables (1.4.1)-(1.4.2)

for any solution u = Θ(x) of S.

Let ∂u represents the set on nm coordinates corresponding to all first order partial

derivative of u with respect to x:

∂u =

(
∂u1

∂x1
,
∂u1

∂x2
, . . . ,

∂u1

∂xn
,
∂u2

∂x1
,
∂u2

∂x2
, . . . ,

∂u2

∂xn
, . . . ,

∂um

∂x1
,
∂um

∂x2
, . . . ,

∂um

∂xn

)
. (1.4.5)

In general, for k ≥ 1, Let ∂ku represent the set of coordinates

uµi1,i2,i3,...,ik =
∂kuµ

∂xi1∂xi2 . . . ∂xik
,
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with µ = 1, 2, . . . ,m and ij = 1, 2, . . . , n, for j = 1, 2, . . . , k corresponding to all

kth-order partial derivatives of u with respect to x.

It turns out that the natural transformation of partial derivatives of the dependent

variables leads successively to extensions (prolongations) of a one-parameter (ϵ) group

of transformations (1.4.1)-(1.4.2) acting on (x, u)-space to one-parameter groups of

transformations acting on (x, u, ∂u)-space, (x, u, ∂u, ∂2u)-space,. . ., (x, u, ∂u, ∂2u, . . . ,

∂ku)-space, for any k > 2. Then the infinitesimal transformation of (1.4.1)-(1.4.2) is

naturally extended or prolonged successively to infinitesimal transformations acting

on (x, u, ∂u, . . . , ∂lu)-space, l = 1, 2, 3, . . . , k.

1.4.1 Extended Infinitesimal Transformations

In studying the system of partial differential equations, the situation of m dependent

variables u = (u1, u2, . . . , um) and n independent variables x = (x1, x2, . . . , xn),

u = u(x), with m ≥ 2 arises. This leads to consideration of prolonged transforms

from (x, u)-space to (x, u, ∂u, . . . , ∂ku)-space, where ∂ku represents the components

of all kth-order partial derivatives of u with respect to x. Consider the kth-extended

transformation over (x, u, ∂u, . . . , ∂ku)-space

x̃i = xi + ϵξi(x, u) +O(ϵ2), (1.4.6)

ũµ = uµ + ϵηµ(x, u) +O(ϵ2), (1.4.7)

ũµi = uµi + ϵη
(1)µ
i (x, u, ∂u) +O(ϵ2), (1.4.8)

...

ũµi1i2...ik = uµi1i2...ik + ϵη
(k)µ
i1i2...ik

(x, u, ∂u, . . . , ∂ku) +O(ϵ2), (1.4.9)

with the extended infinitesimals given as

η
(1)µ
i = Diη

µ − (Diξj)u
µ
j , (1.4.10)

η
(k)µ
i1i2...ik

= Dikη
(k−1)µ
i1i2...ik−1

− (Dikξj)u
µ
i1i2...ik−1j

, (1.4.11)
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where il = 1, 2, . . . , n for l = 1, 2, . . . , k with k ≥ 2 and Di is total derivative operator

defined as

Di =
∂

∂xi
+ uµi

∂

∂uµ
+ uµij

∂

∂uµj
+ · · ·+ uµi1i2...in

∂

∂uµi1i2...in
+ · · · (1.4.12)

Here, the kth-prolonged or (extended) infinitesimal generator is given as

V (k) = ξi(x, u)
∂

∂xi
+ η(µ)(x, u)

∂

∂uµ
+ η(1)µ(x, u, ∂u)

∂

∂uµi
+ · · ·

+η
(k)µ
i1i2...ik

(x, u, ∂u, ∂2u, . . . , ∂ku)
∂

∂uµi1i2...ik
, k ≥ 1. (1.4.13)

1.4.1.1 The Invariance Condition for a System of PDEs

Lie symmetry of a given differential equation is a one-parameter group of point trans-

formation under which the given differential equation remains invariant. Consider

a system of N PDEs with n independent variables x = (x1, x2, x3, . . . , xn) and m

dependent variables u = (u1, u2, u3, . . . , um), given by

F µ(x, u, ∂u, ∂2u, . . . , ∂ku) = 0, µ = 1, 2, . . . , N. (1.4.14)

Definition 1.4.1 [29] “A one-parameter Lie group of point transformations (1.4.6)-

(1.4.7) leaves invariant the system of PDEs (1.4.14), iff its kth extension, defined

by (1.4.6)-(1.4.9) leaves invariant the N surfaces in (x, u, ∂u, ∂2u, . . . , ∂ku)-space,

defined by (1.4.14)”.

Theorem 1.4.1 [29] “(Infinitesimal Criterion for the Invariance of a System of

PDEs). Let

V = ξi(x, u)
∂

∂xi
+ ηµ(x, u)

∂

∂uµ
, (1.4.15)

be the infinitesimal generator of the Lie group of point transformations (1.4.6)-(1.4.7).

Let

V k = ξi(x, u)
∂

∂xi
+ ηµ(x, u)

∂

∂uµ
+ η

(1)µ
i (x, u, ∂u)

∂

∂uµi
,+ · · ·

+η
(k)µ
i1i2...ik

(x, u, ∂u, ∂2u, . . . , ∂ku)
∂

∂uµi1i2...ik
, (1.4.16)
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be the kth extended infinitesimal generator of (1.4.15), with the extended infinitesimals

defined by

η
(1)µ
i = Diη

µ − (Diξj)u
µ
j , i = 1, 2, . . . , n, (1.4.17)

η
(k)µ
i1i2...ik

= Dikη
(k−1)µ
i1i2...ik−1

− (Dikξj)u
µ
i1i2...ik−1j

, (1.4.18)

where il = 1, 2, . . . , n for l = 1, 2, . . . , k with k ≥ 2 and Di is total derivative operator

defined by (1.4.12). Then the one parameter Lie group of transformations (1.4.6)-

(1.4.7) is admitted by the system of PDEs (1.4.14) iff

V (k)F µ(x, u, ∂u, ∂2u, . . . , ∂ku) = 0, µ = 1, 2, . . . , N, (1.4.19)

when F (x, u, ∂u, ∂2u, . . . , ∂ku) = 0.”

1.4.1.2 Symmetry Determining Equations

Consider a system of N PDEs (1.4.14) with each of its equations given in a solved

form

u
νµ
i1i2...ik

= fµ(x, u, ∂u, ∂2u, . . . , ∂ku) (1.4.20)

In terms of some specific lµth-order partial derivative of u
ν
µ for some νµ = 1, 2, . . . ,m,

where fµ(x, u, ∂u, ∂2u, . . . , ∂ku) does not depend explicitly on any of the components

uνσi1i2...ik , σ = 1, 2, . . . , N, for each µ = 1, 2, . . . , N. From theorem (1.4.1) we note that

the system (1.4.14) admits the Lie point symmetry (1.4.15) with the kth prolongation

given by (1.4.16), iff

η
(lµ)νµ
i1i2...ilµ

= ξj
∂fµ

∂xj
+ ην

∂fµ

∂uν
+ η

(1)ν
j

∂fµ

∂uνj
,+ · · · ,+η(k)νj1j2...jk

∂fµ

∂uνj1j2...jk
, (1.4.21)

with

uνσi1i2...ikσ = fσ(x, u, ∂u, ∂2u, . . . , ∂ku), σ = 1, 2, . . . , N. (1.4.22)

It is easy to see that η
(p)ν
j1j2...jp

is a polynomial in the components of coordinates ∂u, ∂2u,

. . . , ∂pu with coefficients that are linear homogeneous in components of ξ(x, u) and
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η(x, u) and their derivatives with respect to independent variable of order p. There-

fore ξ and η appear linearly in equation (1.4.21). As is the situation for a given

PDE, the system of symmetry determining equations (1.4.21)-(1.4.22) leads to a

system of linear homogeneous PDEs for the determination of ξ(x, u) and η(x, u).

First we eliminate the components uνσi1i2...ikσ and their differential consequences from

(1.4.21) by substitution from (1.4.22) and the differential consequences of (1.4.22),

σ = 1, 2, . . . , N . Consequently, the components of x and u and the remaining com-

ponents of ∂u, ∂2u, . . . , ∂pu that appear in the resulting system of symmetry deter-

mining equations (1.4.21) are themselves independent variables, that is, they take

on arbitrary values. Since the resulting expression for (1.4.21) holds for any val-

ues of these independent variables, one can obtain a system of linear homogeneous

PDEs for ξ(x, u) and η(x, u) that constitutes a set of determining equations for the

infinitesimal generators V admitted by the given system (1.4.14). In particular, if

every fσ(x, u, ∂u, ∂2u, . . . , ∂ku), σ = 1, 2, . . . , N, is a polynomial in the components of

∂u, ∂2u, . . . , ∂pu, then the system of equations (1.4.21) yields polynomial equations

in the independent components of ∂u, ∂2u, . . . , ∂pu. Consequently, the coefficients

of these polynomial equations must vanish separately. This yields the set of linear

determining equations for the determination of ξ̃ and η̃. Typically, the numbers of

determining equations are far greater than n+m, so that the system of determining

equations is overdetermined.

1.4.1.3 Group Invariant Solutions

Consider a system of PDEs (1.4.14) which admits a one parameter Lie group of point

transformations (1.4.6)-(1.4.7) with the infinitesimal generator (1.4.15). We assume

that ξ̃(x;u) ̸= 0.

Definition 1.4.2 A solution u = θ(x), with components uν = θν(x), ν = 1, 2, . . . ,m,

of the system of PDEs (1.4.14) is called a group invariant solution iff the surface

13



u = θ(x) remains invariant under the point transformations (1.4.6)-(1.4.7), that is,

ξ(x, θ(x))
∂θ(x)

∂xi
= ην(x, θ(x)), ν = 1, 2, . . . ,m. (1.4.23)

This equation (1.4.23) is called the invariant surface condition for the invariant solu-

tions of the system (1.4.14) resulting from its invariance under the Lie point symmetry

(1.4.6)-(1.4.7). As is the situation, the invariant solutions for scalar PDEs can be de-

termined by the following procedure:

1.4.1.4 Invariant Form Method

Here, we first solve the invariant surface condition equations (1.4.23) by explicitly

solving the corresponding characteristics equations for u = θ(x) given by

dx1
ξ1(x, u)

=
dx2

ξ2(x, u)
= . . . =

dxn
ξn(x, u)

=
du1

η1(x, u)
=

du2

η2(x, u)
= . . . =

dum

ηm(x, u)
.

(1.4.24)

If (y1, y2, . . . , yn−1), (h
1, h2, . . . , hm), are n+m−1 functionally independent constants

of integration that arise from solving the characteristic equations (1.4.24) with the

non-zero Jacobian, i.e.

∂(h1, h2 . . . , hm)

∂(u1, u2, . . . , um)
̸= 0,

then the general solution u = θ(x) of the invariant surface conditions (1.4.23) is given

implicitly by the following invariant form

uν(x, u) = Φν(y1(x, u), y2(x, u), . . . , yn−1(x, u)), (1.4.25)

where Φν is an arbitrary differentiable function of its arguments, for ν = 1, 2, . . . ,m.

Note that (y1(x, u), y2(x, u), . . . , yn−1(x, u)), h
1(x, u), . . . , hm(x, u), are n+m−1 func-

tionally independent invariants of the one-parameter Lie group of transformations

with the infinitesimal generator V given by equation (1.4.15)), and hence are n+m−1

canonical coordinates for the one parameter group of transformations. Let un(x, u)

be the (n + m)th canonical coordinate satisfying V yn = 1. If the system of PDE

(1.4.14)) is transformed by the corresponding invertible point transformation into a
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system of PDE with independent variables (y1, y2, . . . , yn) and dependent variables

(h1, h2, . . . , hm), then the transformed system has the translation point symmetry

given by

ỹi = yi, i = 1, 2, . . . , n− 1,

ỹi = yn + ϵ,

h̃ν = hν , ν = 1, 2, . . . ,m.

Thus, the variable yn does not appear explicitly in the transformed system of a dif-

ferential equation, and hence the transformed system has exact solutions of the form

(1.4.25) that in turn define, implicitly, specific functions u = θ(x) which are the in-

variant solutions of the system (1.4.14)), In particular, these invariant solutions are

found by solving a reduced system of differential equations with n−1 independent vari-

ables (y1, y2, . . . , yn−1) and m dependent variables (y1, y2, . . . , yn). The independent

variables (y1, y2, . . . , yn−1) are commonly called the similarity variables. The reduced

system of differential equations is obtained by substituting the invariant form (1.4.25)

into the given system (1.4.14). It is assumed that this substitution does not lead to

a system of differential equations with a singular equation. Note that if ∂ξi
∂uµ

≡ 0 as

is commonly the case, then yi = yi(x), for i = 1, 2, . . . , n − 1. In the case when the

system (1.4.14) has two independent variables, then, the reduced system is a system

of ODE with independent variable y1.

1.4.1.5 Lie Algebra

For the Lie group of point transformations with infinitesimal generators V1, V2, the

commutator (Lie bracket) of V1, V2 is the first order operator defined by

[V1, V2] = V1V2 − V2V1 (1.4.26)

Definition 1.4.3 [28] “A Lie algebra is a vector space L over R or C with a bilinear

bracket operation (the commutator) satisfying the following properties:
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1. Bilinearity:

[aV1 + bV2, V3] = a[V1, V3] + b[V2, V3] (1.4.27)

[V1, aV2 + bV3] = a[V1, V2] + b[V1, V3] (1.4.28)

2. Skew-Symmetry:

[V1, V2] = −[V2, V1] (1.4.29)

3. Jacobi Identity:

[V1, [V2, V3]] + [V3, [V1, V2]] + [V2, [V3, V1]] = 0. (1.4.30)

The commutator of two vector fields is again a vector field. Moreover, if Vi and Vj

be the two infinitesimal generators of a point transformation, then the commutator

of both generators will again be a generator of a Lie group [28]. As a consequence,

the set of all infinitesimal generators is closed under a commutation of vector fields,

thus possessing more structure than just that of vector space. This additional closure

property endows the space of infinitesimal generators with an additional algebraic

structure, the so called Lie algebra. Hence, having found some of the infinitesimal

generators Vi of an r-parameter symmetry group, it may be possible to find new

generators by computing the commutators of the known ones. A common way to

visualize the structure of a Lie algebra is the commutator table [28]. LetV1, V2, . . . Vr

be a basis of r-dimensional Lie algebra, then its commutator table has (i, j)-th entry

[Vi, Vj]. Because the commutator is antisymmetric it suffices to compute just the part

above the diagonal, as [Vi, Vj] = −[Vj, Vi].” The commutator table therefore reads as

follows:

Table 1.1: Commutator table

V1 V2 · · · Vr

V1 0 [V1, V2] · · · [V1, Vr ]

V2 −[V1, V2] 0 · · · [V2, Vr ]

· · · · · · · · · · · · · · ·

Vr −[V1, Vr ] −[V2, Vr ] · · · 0
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1.5 Classical Lie Group Method: An Algorithmic

Overview

The classical method substantially consists of finding symmetry reduction of the

PDEs with the help of determining equations obtained under the condition of in-

variance of the system of PDEs. More specifically, when a given system of PDEs

(1.4.14) is subjected to invariance under one-parameter symmetry group of transfor-

mations (1.4.21)-(1.4.22) one arrives at an overdetermined linear homogeneous system

of partial differential equations for the determination of group infinitesimals. These

infinitesimals of the transformations help us attain the reduction of the system of

PDEs. The procedural steps are as follows:

Consider a system of N PDEs with n independent variables x = (x1, x2, . . . , xn) and

m dependent variables u = (u1, u2, . . . um) given by

F µ(x, u, ∂u, ∂2u, . . . , ∂ku) = 0, µ = 1, 2, . . . , N. (1.5.1)

1. Let the one parameter group of transformations (1.4.21)-(1.4.22) leaves the sys-

tem of equations (1.5.1) invariant.

2. Apply the extended infinitesimal operator V (k) given by (1.4.16) to each equa-

tion of the system (1.5.1) and require that

V (k)F µ(x, u, ∂u, ∂2u, . . . , ∂ku)|F ν = 0, µ, ν = 1, 2, . . . , N. (1.5.2)

The meaning of the this condition is that V (k) vanishes on the solution set of the

original system (1.5.1). Precisely, this condition assures that u(x) is solution of

(1.5.1) whenever ũ(x̃) is one.

3. Following the procedure, as given in section (1.4.1.2), a system of linear PDEs

for ξ and η that constitutes a set of determining equations for the infinitesimal

generator V admitted by the system of PDEs (1.5.1) is obtained.

4. The solution of determining equations will lead to the explicit forms of ξ and η.
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5. Construct the corresponding characteristic equations (1.4.24) and obtain u in

terms of new n− 1 independent variables.

6. Express the given system (1.5.1) in terms of new coordinates to get the reduced

form of the given system.

1.6 First integral method

The first integral method was firstly coined by Feng [109] for obtaining the exact

traveling solutions of the nonlinear partial differential equations. Various researchers

have applied this method to solve NLPDEs. The method mainly consists of following

steps [53] :

Step 1: Consider a general system of nonlinear partial differential equations with

dependent variables u, v and independent variables x, y and t as follows:

F1(u, v, ux, vx, uy, vy, ut, vt, uxx, vxx, . . .) = 0,

F2(u, v, ux, vx, uy, vy, ut, vt, uxx, vxx, . . .) = 0. (1.6.1)

Step 2: Assume that system (1.6.1) has traveling wave solutions in the form

u(x, y, t) = U(ζ), v(x, y, t) = V (ζ), ζ = lx + my + nt. Substituting it into system

(1.6.1), we get a system of nonlinear ODEs

G1(U, V, U
′
, V

′
, U

′′
, V

′′
, . . .) = 0,

G2(U, V, U
′
, V

′
, U

′′
, V

′′
, . . .) = 0, (1.6.2)

where the prime (′) indicates the differentiation with respect to the variable ζ. Fur-

ther, by utilizing few mathematical operations, the equations (1.6.2) is converted into

second-order ODE

R(U,U
′
, U

′′
) = 0. (1.6.3)

Step 3: Now, let us take

X(ζ) = U(ζ), Y = Uζ(ζ), (1.6.4)
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then, the equation (1.6.3) is equivalent to

Xζ(ζ) = Y (ζ),

Yζ(ζ) = F (X(ζ), Y (ζ)). (1.6.5)

Step 4: Next, we introduced the Division Theorem, which depends on the group

theory of commutative algebra. If we find the two first integral to equations (1.6.5)

under the same conditions, then the general solutions to (1.6.5) can be expressed

explicitly. However, in general, it is very difficult for us to realize this, even for one

first integral, because for a given plane autonomous system, there is no systematic

theory that can tell us how to find its first integrals, nor is there a logical way to tell us

what these first integrals are. It is embraced to accomplish the one first integral of the

equation (1.6.5), which reduces equation (1.6.3) to a first order integrable ordinary

differential equation by using the Hilbert-Nullstellensatz Theorem. Thus, the exact

solutions to equations (1.6.1) are obtained through solving the resulting first order

integrable differential equation.

The Division Theorem is stated as follows :

Division Theorem [53]: “Suppose that P (w, z) and Q(w, z) are polynomials in

two variable w and z and P (w, z) is irreducible in C[w, z]. If Q(w, z) vanishes at all

zero points of P (w, z), then there exists a polynomial G(w, z) in C[w, z] such that

Q(w, z) = P (w, z)G(w, z).”

The division theorem comes from the Hilbert-Nullstellensatz theorem, the theorem

stated as:

Hilbert-Nullstellensatz Theorem [53]: “Let K be a field and L be an algebraic

closure of K. Then

1. Every ideal γ of K[X1, X2, X3, . . . , Xn] not containing 1 admits at least one zero

in Ln.

2. Let x = (x1, x2, x3, . . . , xn), y = (y1, y2, y3, . . . , yn), be two elements of Ln. For

the set of polynomials of K[X1, X2, X3, . . . ., Xn] zero at x to be identical with

the set of polynomials of K[X1, X2, X3, . . . , Xn] zero at y, it is necessary and
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sufficient that there exists a K-automorphism S of L such that yi = S(xi) for

1 ≤ i ≤ n.

3. For an ideal α of K[X1, X2, X3, . . . , Xn] to be maximal, it is necessary and

sufficient that there exists an x in Ln such that α is the set of polynomials of

K[X1, X2, X3, . . . , Xn] zero at x.

4. For a polynomial Q of K[X1, X2, X3, . . . , Xn] to be zero on the set of zeros in Ln

of an ideal γ of K[X1, X2, X3, . . . , Xn] it is necessary and sufficient that there

exists an integer m > 0 such that Qm ∈ γ.”

1.7 The (G
′

G2)-expansion method

Wang et al. [70] have proposed a simple method which is known as the (G
′
/G)-

expansion method to look for exact traveling wave solutions of NLPDEs. The (G
′

G2 )-

expansion method [66] is the extension of the (G
′

G
)-expansion method. Here, we are

providing the brief algorithm of the (G
′

G2 )-expansion method.

Step 1: Consider a general system of nonlinear PDEs as follows:

F1(u, v, ux, vx, ut, vt, uy, vy, uyy, vyy, uxx, vxx...) = 0,

F2(u, v, ux, vx, ut, vt, uy, vy, uyy, vyy, uxx, vxx...) = 0, (1.7.1)

where u(x, y, t), v(x, y, t) are unknown functions of independent variables x, y, t.

Step 2: Applying the following traveling wave transformation

u(x, y, t) = U(ζ), v(x, y, t) = V (ζ)alongwithζ = lx+my + nt, (1.7.2)

on equation (1.7.1), we obtained the system of nonlinear ordinary differential equa-

tions as follows:

G1(U, V, U
′
, V

′
, U

′′
, V

′′
, . . .) = 0,

G2(U, V, U
′
, V

′
, U

′′
, V

′′
, . . .) = 0. (1.7.3)
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By means of some mathematical calculations, the system of equations (1.7.3) con-

verted into a single nonlinear ordinary differential equation

H(U,U
′
, U

′′
...) = 0, (1.7.4)

where (′) prime indicates the derivative with respect to ζ.

Step 3: Suppose that the solution of equation (1.7.4) can be expressed in the powers

of (G
′

G2 ) as

U(ζ) = a0 +
M∑
k=1

[
ak

(G′

G2

)k
+ bk

(G′

G2

)−k]
, (1.7.5)

with G = G(ζ) satisfying the following nonlinear ODE(G′

G2

)′

= µ+ λ
(G′

G2

)2
, (1.7.6)

where µ, λ, are arbitrary constants. The unknown constants ak or bk can be zero,

but both of these constants cannot be zero simultaneously.

The integral value of M can be determined by using the homogeneous balance prin-

ciple, that is, by balancing the highest order derivative and nonlinear terms present

in equation (1.7.4).

Step 5: Next, on using the equation (1.7.5) along with (1.7.6) in equation (1.7.4), we

obtain a polynomial in (G
′

G2 ). Collecting all the coefficients of same powers of (G
′

G2 )
n,

(n = 0,±1,±2,±3, . . . ,±N) and equating them to zero, we obtain a nonlinear alge-

braic system of equations, which on solving gives the values of unknown parameters

a0, bk, ak l, m, n, for k = 1, 2, 3, ...M .

Step 6: The general solutions of equation (1.7.6) can be expressed into three cases :

(i) If µλ > 0, the general solution is given by

G
′

G2
=

√
µ

λ

(Acos(√µλ)ζ +Bsin(
√
µλ)ζ

Bcos(
√
µλ)ζ − Asin

√
µλ)ζ

)
. (1.7.7)

(ii) If µλ < 0, the general solution is as follows:

G
′

G2
=

1

2λ

(
2
√

|µλ| −
4A
√
|µλ|e2ζ

√
|µλ|

Ae2ζ
√

|µλ| −B

)
, (1.7.8)
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which is equivalent to

G
′

G2
= −

√
|µλ|
λ

(Asinh(2√|µλ|)ζ + Acosh(2
√

|µλ|)ζ +B

Asinh(2
√

|µλ|)ζ + Acosh(2
√

|µλ|)ζ −B

)
. (1.7.9)

(iii) If λ ̸= 0, µ = 0, the general solution can be expressed as

G
′

G2
= − A

λ(Aζ +B)
, (1.7.10)

where A, B are arbitrary constants. The exact solutions of system (1.7.1) can be ob-

tained by substituting the values of the parameters a0, bk, ak, l, m, n and solutions

from equations (1.7.7)-(1.7.10) into equation (1.7.5) alongwith the transformation.

22



Chapter 2

Invariant solutions of the (2+1)

dimensional dispersive long wave

system

2.1 Introduction

In 1975, L. F. Broer [57] presented the dispersive long wave equation

ut + vx + uux = 0,

vt + (uv + v + uxx)x = 0, (2.1.1)

which describes the evolution of the horizontal velocity component u(x, t) of water

waves of height v(x, t), propagating along x, y-directions in an infinite narrow channel

of finite constant depth. It plays an important role in nonlinear physics [13], consid-

ered as a good model for the study of bidirectional solitons in water waves. Various

researchers have investigated this equation. Xiaomei Xue and Yushan Bai [103] have

reported the Lie symmetries of equation (2.1.1). Multiple soliton solutions were pre-

sented by Zhang [52] using the Homogenous balance principle method.

Boiti et al. [61] has extended the equation (2.1.1) in higher-dimensional spaces, which
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is also called the (2+1) dimensional dispersive long wave equation of the form

uyt + vxx + uxuy + uuxy = 0,

vt + uxv + vxu+ ux + uxxy = 0. (2.1.2)

The dispersive long wave equation has been shown to be IST solvable by Kaup [57] in

1975 and Matveev and Yavor in 1979 using an energy-dependent Schrödinger spectral

problem. Later by Reyman in 1980 and Kupershmidt [13] in 1985 using instead an

integro differential spectral problem. After that, in 1986, Konopelchenko obtained the

recursion operator for this latter spectral problem. Paquin and Winternitz [34] have

proposed the Lie point symmetries alongwith the Kac-Moody-Virasoro subalgebras of

equation (2.1.2). Tang [101, 102] have presented the abundant propagating localiza-

tion excitations by adopting the Painlevé- Bäcklund transformation and multilinear

variable separation approach. Wanga et al. [39] have generated some interaction solu-

tions. Some similarity reductions and exact solutions were furnished by Yue [56]. Lou

[92] also showed that equation (2.1.2) is integrable but it has no Painlevé property.

Hui et al. [97] proposed the symmetry groups and new exact solutions by utilizing

the modified Clarkson Kruskal-direct method. Also, some traveling wave solutions

were furnished in [62].

Some authors have considered the (2+1) dimensional dispersive long wave equation

of the form [111]

uyt + vxx + uxuy + uuxy = 0,

vt + uxv + vxu+ uxxy = 0. (2.1.3)

Ma et al. [111] studied this equation by utilizing the Clarkson Kruskal-direct method

to obtain the symmetry reductions and some particular solutions. The generalized

symmetry algebra with arbitrary functions of equation (2.1.3) has been taken up in

[93].

In this chapter, we have carried out the Lie symmetry analysis of system (2.1.3)

alongwith the Kac-Moody Virasoro type subalgebra and presented the various new

exact solutions.

The organization of the chapter is as follows: In section 2.2, we present the Lie
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symmetry analysis alongwith the Kac-Moody Virasoro type subalgebra. Similarity

reductions and exact solutions have been reported in section 2.3. Further, section 2.4

considers the invariance analysis of the reduced partial differential equations. Finally,

conclusions are provided in the last section.

2.2 Lie symmetries

In the present section, we furnish the Lie symmetries of the equation (2.1.3) by

utilizing the classical symmetry method. Let us consider the one-parameter Lie group

of point transformations under which system (2.1.3) remains invariant of the form [44]

x∗ = x+ ϵξ(x, y, t, u, v) +O(ϵ2),

y∗ = y + ϵη1(x, y, t, u, v) +O(ϵ2),

t∗ = t+ ϵη2(x, y, t, u, v) +O(ϵ2), (2.2.1)

u∗ = u+ ϵτ(x, y, t, u, v) +O(ϵ2),

v∗ = v + ϵζ(x, y, t, u, v) +O(ϵ2),

where ϵ is a group parameter and ξ, η1, η2, τ, ζ are the infinitesimals. Apply the group

of transformations (2.2.1) on the system (2.1.3) and then equating the coefficients of

various partial derivative terms to zero. We obtain, from the first equation of system

(2.1.3), the list of determining equations as follows :

η1u = η1v = η1x = η1t = 0,

η2u = η2v = η2y = η2x = 0, ζvv = 0,

ξu = ξy = ξv = 0, ζu = 0, τv = 0, τuy = 0, τuu = 0,

τyt + uτxy + ζxx = 0, τut + uτux + τx = 0, (2.2.2)

τu − η1y − η2t − ζv + 2ξx = 0, τy + uτyu = 0,

2τu + ξx − η1y − ζv = 0, 2ζxv − ξxx = 0,

τ + uτu − ξt − uη1y + uξx − uζv = 0.
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Similarly, the second equation of the system (2.1.3) gives the following additional

equations:

τxxy + vτx + ζt + uζx = 0, τuxx = 0,

ζ − vξx + vτu + vη2t − vζv = 0,

τu − ζv − 2ξx + η2t − η1y = 0, (2.2.3)

τ − uξx − ξt + uη2t = 0,

2τux − ξxx = 0.

Upon simplifying the above two sets, we get the following list of equations

η1 = η1(y), η2 = η2(t), ξ = ξ(x, t),

τ = f(x, t)u+ g(x, t), ζ = p(x, y, t)v + q(x, y, t),

τyt + uτxy + ζxx = 0, τut + uτux + τx = 0,

2τu + ξx − η1y − ζv = 0, 2ζxv − ξxx = 0, (2.2.4)

τ + uτu − ξt − uη1y + uξx − uζv = 0,

ζt + uζx + vτx = 0, 2τux − ξxx = 0,

ζ − vξx + vτu − vζv + vη2t = 0,

τu − ζv − 2ξx − η1y + η2t = 0,

τu − η2t − η1y + 2ξx − ζv = 0,

τ − uξx − ξt + uη2t = 0.

From equations (2.2.4), we can derive the group infinitesimals ξ, η1, η2, ζ and τ for

the system (2.1.3) as follows :

ξ(x, t) = −xṗ(t)− k1x+ σ(t),

η2(t) = −2p(t)− 2k1t+ k3,

η1(y) = k1y + k2, ζ = ṗ(t)v, (2.2.5)

τ = (ṗ(t) + k1)u− xp̈(t) + σ̇(t),

where (·) dot represents the differentiation w.r.t. t and σ(t), p(t) are the arbitrary

functions of their arguments and k1, k2, k3 are the arbitrary constants.
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The arbitrary functions σ(t) and p(t) give rise to an infinite-dimensional Lie algebra of

symmetries. Let us write the general element of Lie algebra of infinitesimal generators

as follows [69] :

H = H1(p) +H2(σ) +H3 +H4 +H5, (2.2.6)

where

H1(p(t)) = −xṗ(t) ∂
∂x

− 2p(t)
∂

∂t
+ ṗ(t)v

∂

∂v
+ (ṗ(t)u− xp̈(t))

∂

∂u
,

H2(σ(t)) = σ(t)
∂

∂x
+ σ̇(t)

∂

∂u
, (2.2.7)

H3 = −x ∂
∂x

+ y
∂

∂y
− 2t

∂

∂t
+ u

∂

∂u
,

H4 =
∂

∂y
, H5 =

∂

∂t
.

Next, the associated commutator relations between the vector fields (2.2.7) are given

in the Table 2.1.

Table 2.1: Commutator table

H1 H2 H3 H4 H5

H1 0 −H2(2pσ̇) + σṗ ∂
∂x

− σ̇ṗ ∂
∂u

+ σp̈ ∂
∂u

H1(2tṗ) + 4p ∂
∂t

− 2xp̈ ∂
∂u

0 −H1(ṗ)

H2 H2(2pσ̇) − σṗ ∂
∂x

+ σ̇ṗ ∂
∂u

− σp̈ ∂
∂u

0 −σ ∂
∂x

+ σ̇ ∂
∂u

+ H2(2tσ̇) 0 −H2(σ̇)

H3 −H1(2tṗ) − 4p ∂
∂t

+ 2xp̈ ∂
∂u

−H2(2tσ̇) + σ ∂
∂x

− σ̇ ∂
∂u

0 −H4 2H5

H4 0 0 H4 0 0

H5 H1(ṗ) H2(σ̇) −2H5 0 0

Another commutation relations turn out to be

[H1(p1(t)), H1(p2(t))] = H1(2p1(t)ṗ2(t)) +H1(2p2(t)ṗ1(t)) + 2x(ṗ1(t)p̈2(t)

− ṗ2(t)p̈1(t))
∂

∂u
,

[H2(σ1(t)), H2(σ2(t))] = 0, (2.2.8)

which is again an infinite-dimensional symmetry algebra and is of the form Virasoro

type subalgebra [69] which commonly exists in most of the integrable equations. Now,

by restricting the arbitrary functions p(t) and σ(t) to Laurent polynomials in variable
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t, a base for this subalgebra is given by

H1(t
n) = −nxtn−1 ∂

∂x
− 2tn

∂

∂t
+ ntn−1v

∂

∂v
+ (ntn−1u− n(n− 1)xtn−2)

∂

∂u
,

H2(t
n) = tn

∂

∂x
+ ntn−1 ∂

∂u
, n ∈ Z. (2.2.9)

The commutation relations between these subalgebras are

[H1(t
n), H1(t

m)] = 2(n−m)H1(t
m+n−1), [H2(t

n), H2(t
m)] = 0,

[H1(t
n), H2(t

m)] = (n− 2m)H2(t
m+n−1), (2.2.10)

which are of the form of Kac-Moody-Virasoro type subalgebra [67], [68]. This subal-

gebra is similar to the Kac-Moody-Virasoro type subalgebra as shown in [34] for the

system (2.1.2). This type of algebra also exists in other integrable equations such as

[18], [67], [69], etc.

2.3 Similarity reductions and Exact solutions

In this section, we propose the similarity reductions and exact solutions for the cor-

responding infinitesimal symmetries (2.2.5) by solving the following characteristic

equations [79]

dx

ξ
=

dy

η1
=

dt

η2
=

du

τ
=

dv

ζ
, (2.3.1)

where ξ, η1, η2, τ and ζ are given by equations (2.2.5). Next, we analyze the follow-

ing particular cases:

Case 1: For vector field H1(p(t)), the characteristic equations (2.3.1) become

dx

−xṗ(t)
=
dy

0
=

dt

−2p(t)
=

du

(ṗ(t)u− xp̈(t))
=

dv

ṗ(t)v
. (2.3.2)

On solving the first equality, first and third terms, first and fifth terms of equations

(2.3.2), we have

α = y, β =
p(t)

x2
, v =

F (α, β)

x
(2.3.3)

respectively. For u, we solve the first and fourth terms of equations (2.3.2), which

give

d(xu) =
p̈(t)

ṗ(t)
xdx. (2.3.4)

28



Next, we have

p(t) = x2β =⇒ dp = 2xβdx. (2.3.5)

Replacing xdx by dp
2β

in equation (2.3.4) and then integrating, we get

u =
ṗ(t)

2p(t)
x+

G(α, β)

x
, (2.3.6)

where α, β are similarity variables and F (α, β) andG(α, β) are new dependent vari-

ables.

Using equations (2.3.3), (2.3.6) in equations (2.1.3), the system of partial differential

equations (PDEs) reduces to

2β2Fββ + 5βFβ + F −GGα − βGαGβ − βGGαβ = 0,

2β2Gαββ + 5βGαβ − βFGβ + βGFβ − FG+Gα = 0. (2.3.7)

Observe that the first equation of (2.3.7) can be written as

∂

∂β
(2β2Fβ) +

∂

∂β
(βF )− ∂

∂β
(βGGα) = 0, (2.3.8)

which readily integrates to give

2β2Fβ + βF − βGGα = µ′(α), (2.3.9)

where µ(α) is an arbitrary function of α and prime (′) represents the differentiation.

Next, by taking the transformation β = exp(ν), the second equation of equations

(2.3.7) and equation (2.3.9) can be written respectively, as

2
∂2

∂ν2
Gα + 3

∂

∂ν
Gα +Gα +G

∂

∂ν
F − F

∂

∂ν
G− FG = 0,

2
∂F

∂ν
+ F −GGα = e−νµ

′
(α). (2.3.10)

Since the system (2.3.10) is difficult to handle in its generality, therefore, we make an

assumption. Let

2
∂2

∂ν2
Gα + 3

∂

∂ν
Gα +Gα = 0. (2.3.11)

Equation (2.3.11) yields to give

Gα = A
′
(α)e−ν +B

′
(α)e

−ν
2 , (2.3.12)
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where A(α)andB(β) are arbitrary functions of their argument. On further integration,

it gives

G(α, ν) = A(α)e−ν +B(α)e
−ν
2 + ψ(ν), (2.3.13)

where ψ(ν) is an arbitrary function of integration. On ignoring the arbitrary function

ψ(ν), and by the compatibility of the remaining equations (2.3.10), we get

3FG−G2Gα + 2F
∂G

∂ν
= e−νµ

′
(α)G. (2.3.14)

Substituting equation (2.3.13) into equation (2.3.14), we obtain

F (α, ν) =
1

A(α)e−ν + 2B(α)e
−ν
2


A(α)µ

′
(α)e−2ν +B(α)µ

′
(α)e

−3ν
2 +A

′
(α)A(α)2e−3ν+

+B
′
(α)A(α)2e

−5ν
2 +A

′
(α)B(α)2e−2ν +B

′
(α)B(α)2e

−3ν
2 +

+2A(α)B(α)B
′
(α)e−2ν + 2A(α)B(α)A

′
(α)e

−5ν
2

 .

(2.3.15)

Now, substituting the equations (2.3.13) and (2.3.15) into equation (2.3.10) and

comparing the coefficients of various exponential terms and equating them to zero,

we get two sets of nonlinear algebraic equations as

−10A(α)2B(α)µ
′
(α) + 29A(α)2B(α)2B

′
(α) + 29A(α)B(α)3A

′
(α) = 0,

8A(α)3B(α)B
′
(α) + 19A(α)2B(α)2A

′
(α)− A(α)3µ

′
(α) = 0,

11A(α)B(α)3B
′
(α) + 4B(α)4A

′
(α)− 7A(α)B(α)2µ

′
(α) = 0, (2.3.16)

A(α)4B
′
(α) + 7A(α)3B(α)A

′
(α) = 0,

B(α)4B
′
(α)−B(α)3µ

′
(α) = 0,

A(α)4A
′
(α) = 0,

and

16A(α)B(α)2B
′
(α) + 12B(α)3A

′
(α)− 8A(α)B(α)µ

′
(α) = 0,

21A(α)B(α)2A
′
(α) + 13A(α)2B(α)B

′
(α)− 2A(α)2µ

′
(α) = 0,

17A(α)2B(α)A
′
(α)− 3A(α)3B

′
(α) = 0, (2.3.17)

B(α)3B
′
(α)−B(α)2µ

′
(α) = 0,

A(α)3A
′
(α) = 0.
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On combining equations (2.3.16) and (2.3.17) and solving, the following subcases

arise:

Subcase 1: A(α) = 0. In this case, we obtain

B(α) = ±
√

2µ(α) + a1. (2.3.18)

Therefore, equations (2.3.13) and (2.3.15) become

G(α, β) = ±
√

2µ(α) + a1√
β

, F (α, β) = 0. (2.3.19)

Using equation (2.3.19) in equations (2.3.3), (2.3.6), we have

u(x, y, t) =
ṗ(t)x

2p(t)
±

√
2µ(y) + a1

p(t)
, v(x, y, t) = 0, (2.3.20)

where µ(y) is an arbitrary function and a1 is an arbitrary constant.

Subcase 2: A(α) = a1 ̸= 0. In this case, we get

B(α) = b1, µ(α) = c1. (2.3.21)

where b1 and c1 are arbitrary constants.

Using equation (2.3.21) into (2.3.13) and (2.3.15), we have

G(α, β) = a1β
−1 + b1β

−1
2 , F (α, β) = 0. (2.3.22)

Substituting equations (2.3.22) into equations (2.3.3), (2.3.6), we get

u(x, y, t) =
ṗ(t)x

2p(t)
+
a1x+ b1

√
p(t)

p(t)
, v(x, y, t) = 0, (2.3.23)

where a1 and b1 are arbitrary constants and p(t) is an arbitrary function of t.

Case 2: Similarity variables corresponding to vector field H2(σ(t)), are as follows:

α = t, β = y, v = G(α, β), u = x
σ̇(t)

σ(t)
+ F (α, β). (2.3.24)

Using equations (2.3.24) in equation (2.1.3), the reduced system of PDEs take the

form

Fαβ +
σ̇(α)

σ(α)
Fβ = 0,

Gα +
σ̇(α)

σ(α)
G = 0. (2.3.25)
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Integrating these equations, we obtain

F (α, β) =
A(β)

σ(α)
+B(α), (2.3.26)

and

G(α, β) =
D(β)

σ(α)
, σ(α) ̸= 0. (2.3.27)

where A(β), B(α) and D(β) are arbitrary functions of their arguments.

Substituting equations (2.3.26) and (2.3.27) into equations (2.3.24), we get

u(x, y, t) =
˙σ(t)

σ(t)
x+

A(y)

σ(t)
+B(t),

v(x, y, t) =
D(y)

σ(t)
, σ(t) ̸= 0. (2.3.28)

Remark: The solution (2.3.28) coincides with the one as reported by Ma et al. in

[111].

Case 3: If k3 ̸= 0 and all other parameters in the given symmetries (2.2.5) are zero,

then the characteristic equations (2.3.1) yield

x = α, y = β, u = F (α, β), v = G(α, β). (2.3.29)

Using equations (2.3.29) into equation (2.1.3), the reduced system of PDEs is

Gαα + FαFβ + FFαβ = 0,

GFα + FGα + Fααβ = 0. (2.3.30)

After solving equations (2.3.30) using MAPLE software, we obtain

F (α, β) = 0, G(α, β) = f1(β)α + f2(β),

F (α, β) =
−1

c1α + c2
, G(α, β) = f1(β)(c1α + c2),

F (α, β) = f1(β), G(α, β) = f2(β), (2.3.31)

F (α, β) =
2

2f1(β)− α
,G(α, β) =

(
4 d
dβ
f1(β)

(2f1(β)− α)3
+ f2(β)

)
(2f1(β)− α),

F (α, β) =
2

2f1(β) + α
,G(α, β) =

(
−4 d

dβ
f1(β)

(2f1(β) + α)3
+ f2(β)

)
(2f1(β) + α),
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where f1, f2 are arbitrary functions of β and c1, c2 are the arbitrary constants.

Substituting equations (2.3.31) in equations (2.3.29), we find u(x, y, t) and v(x, y, t)

respectively, as follows:

u(x, y, t) = 0, v(x, y, t) = f1(y)x+ f2(y),

u(x, y, t) =
−1

c1x+ c2
, v(x, y, t) = f1(y)(c1x+ c2),

u(x, y, t) = f1(y), (x, y, t) = f2(y), (2.3.32)

u(x, y, t) =
2

2f1(y)− x
, v(x, y, t) =

(
4 d
dy
f1(y)

(2f1(y)− x)3
+ f2(y)

)
(2f1(y)− x),

u(x, y, t) =
2

2f1(y) + x
, v(x, y, t) =

(
−4 d

dy
f1(y)

(2f1(y) + x)3
+ f2(y)

)
(2f1(y) + x).

Case 4: If k2 ̸= 0 and all other parameters in the symmetries (2.2.5) are zero, then

the equations (2.3.1) yield

x = α, t = β, u = F (α, β), v = G(α, β), (2.3.33)

Next, using equations (2.3.33) into equation (2.1.3), the reduced system of PDEs is

Fαα = 0, Gβ +GFα + FGα = 0. (2.3.34)

Further, on solving equations (2.3.34) with the aid of software MAPLE, we get

F (α, β) =

(
d

dβ
(c1(β))

)
α + c2(β),

G(α, β) = c3

(
αe−c1(β) −

∫
c2(β)e

−c1(β)dβ

)
e−

∫
( d
dβ
c1(β))dβ, (2.3.35)

where c1(β), c2(β) are arbitrary functions and c3 is an arbitrary constant.

Substituting equations (2.3.35) into equations (2.3.33), we obtain u(x, y, t) and v(x, y, t)

respectively as

u(x, y, t) =

(
d

dt
(c1(t))

)
x+ c2(t),

v(x, y, t) = c3

(
xe−c1(t) −

∫
c2(t)e

−c1(t)dt

)
e−

∫
( d
dt
c1(t))dt. (2.3.36)

Case 5: If k1, k2 and k3 are non-zero and all other parameters in the symmetries

(2.2.5) are zero, then the equations (2.3.1) yield the similarity variables as follows:

α = x

(
y +

k2
k1

)
, β =

x2

t− k3
2k1

, u =
F (α, β)

x
, v = G(α, β), k1 ̸= 0. (2.3.37)
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On substituting equations (2.3.37) into equation (2.1.3), the reduced PDEs take the

form

α(GF )α − β2Gβ + 2β(GF )β −GF + α2Fααα + 4αβFααβ + 2βFαβ + 4β2Fαββ = 0,

α2Gαα − β2Fαβ + 4αβGαβ + 2βGβ + 4β2Gββ + α(Fα)
2 − FFα + 2βFαFβ

+ αFFαα + 2βFFβα = 0. (2.3.38)

This system is further analyzed for its invariance properties in section 2.4.

Case 6: If k2 and k3 are non-zero and all other parameters in the given symmetries

(2.2.5) are zero, then the characteristic equations (2.3.1) gives

x = α, k3y − k2t = β, u = F (α, β), v = G(α, β), (2.3.39)

and the system (2.1.3) reduces to

Gαα + k3FαFβ + k3FFαβ − k2k3Fββ = 0,

GFα + FGα + k3Fααβ − k2Gβ = 0, (2.3.40)

where k2 and k3 are arbitrary constants. The above system is further analyzed for its

invariance analysis in section 2.4.

2.4 Symmetry analysis and Exact solutions of re-

duced PDEs

The reduced PDEs (2.3.38) in two independent variables can be further analyzed for

their invariance properties with the help of the Lie symmetry approach. Consider

the one-parameter Lie group of point transformations under which equations (2.3.38)

remain invariant of the form [44]

α1 = α + ϵξ1(α, β, F,G) +O(ϵ2),

β1 = β + ϵξ2(α, β, F,G) +O(ϵ2),

F1 = F + η1(α, β, F,G) +O(ϵ2), (2.4.1)

G1 = G+ η2(α, β, F,G) +O(ϵ2).
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On applying the group of point transformations (2.4.1) on equations (2.3.38), we

obtain the symmetries as follows:

ξ1 = c1α, ξ
2 = 0, η1 = 0, η2 = −c1G, (2.4.2)

where c1 is an arbitrary constant.

Exact solutions:

The similarity variables associated with the symmetries (2.4.2) can be obtained by

solving the following characteristic equations

dα

ξ1
=
dβ

ξ2
=
dF

η1
=
dG

η2
, (2.4.3)

where ξ1, ξ2, η1, η2 are given by (2.4.2).

Integrating equations (2.4.3), we obtain the similarity variable as follows

β = λ, F = L(λ), G =
M(λ)

α
. (2.4.4)

On using equations (2.4.4) in equations (2.3.38), the system of PDEs reduces to

system of ordinary differential equations (ODEs) as follows:

2λML
′
+ 2λLM

′ − λ2M
′ − 2LM = 0,

2λ2M
′′ − λM

′
+M = 0. (2.4.5)

Further, on solving the system (2.4.5) yields

M = aλ
1
2 + bλ, L =

λ

2
+

c

2aλ
−1
2 + 2b

, (2.4.6)

where a, b, c are arbitrary constants.

Consequently, we have

F (α, β) =
β

2
+

c

2aβ
−1
2 + 2b

,

G(α, β) =
aβ

1
2 + bβ

α
. (2.4.7)

On substituting equations (2.4.7) into equations (2.3.37), we find the exact solution
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as follows

u(x, y, t) =
1

2

(
x

t− k3
2k1

)
+ c

2a( x2

t− k3
2k1

)−1
2

x+ 2bx

−1

,

v(x, y, t) =

a

(
x2

t− k3
2k1

) 1
2

+ bx2

t− k3
2k1

x
(
y + k2

k1

) , k1 ̸= 0. (2.4.8)

Next, applying the group of point transformations (2.4.1) on equations (2.3.40), we

obtain the following symmetries

ξ1 =
1

2
c1α + c3, ξ

2 = c1β + c2, η
1 =

−c1F
2

, η2 =
−3c1G

2
, (2.4.9)

where c1, c2 and c3 are arbitrary constants.

Exact solutions:

The similarity variables associated with the point symmetries (2.4.9) can be obtained

by solving the characteristic equations (2.4.3). We now present the following partic-

ular cases:

Case 1: If c1 ̸= 0 and c2, c3 are zero, then the characteristic equations (2.4.3) give

α2

β
= λ, F =

L(λ)

α
,G =

M(λ)

α3
. (2.4.10)

Using equations (2.4.10) in equations (2.3.40), the system of PDEs reduces to

4α2M
′′
+ 10αM

′
+ 12M − k2k3(2α

3L
′
+ α4L

′′
)− k3(2α

3(L
′
)2 + 2α3LL

′′
) = 0,

k2α
2M

′ − 4LM + 2αML
′
+ 2αLM

′ − k3(6α
3L

′′
+ 4α4L

′′′
) = 0.

(2.4.11)

Since the above system is difficult to deal in its generality. So, we make an assumption.

Let

4α2M
′′
+ 10αM

′
+ 12M = 0, (2.4.12)

which can easily give

M(α) = α
−3
4

[
c1 cos

(√
39 logα

4

)
+ c2 sin

(√
39 logα

4

)]
. (2.4.13)
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Now, from the remaining part of the first equation of equations (2.4.11), we can

deduce that

L
′′
=

−2(k2L
′
+ (L

′
)2)

k2α + 2L
. (2.4.14)

Differentiating it once, we get

L
′′′
=

6(k2)
2L

′
+ 18k2(L

′
)2 + 12(L

′
)3

(k2α + 2L)2
. (2.4.15)

Next, substituting equation (2.4.14) and (2.4.15) into second equation of equations

(2.4.11), we have

k32α
4M

′ − 12k22k3α
4L

′
+ 24k2k3α

3LL
′
+ 24k3α

3L(L
′
)2 − 60k2k3α

4(L
′
)2 − 48k3α

4(L
′
)3

+ 8αL3M ′ + 6k22α
3LM

′
+ 12k2α

2L2M
′
+ 8αL2L

′
M + 2k22α

3ML
′
+ 8k2α

2LL
′
M

− 16L3M − 4k22α
2LM − 16k2αL

2M = 0, (2.4.16)

where M(α) = α
−3
4

(
c1 cos

(√
39 logα

4

)
+ c2 sin

(√
39 logα

4

))
.

Since the equation (2.4.16) is of the type [33], therefore, it can be written as

− 48k3x
4p3 + (24k3x

3y − 60k2k3x
4)p2 +

(
24k2k3x

3y + 8xy2M − 12k22k3x
4

+ 2k22x
2M + 8k2x

2yM
)
p+ 8xy3M ′ + 6k22x

3yM
′
+ 12k2x

2y2M
′
+ k32x

4M
′

− 16y3M − 4k22x
2yM − 16k2xy

2M = 0, (2.4.17)

where L
′
= dy

dx
= p, L = y, α = x.

Now, differentiating equation (2.4.17) partially with respect to p, we get

−144x4k3p
2 + (48k3x

3y − 120k2k3x
4)p+ 24k2k3x

3y + 8xy2M − 12k22k3x
4

+2k22x
2M + 8k2x

2yM = 0.
(2.4.18)

Here the p discriminant of equation (2.4.18) becomes

p =
1

12k3x2

−5k2k3x
2 + 2k3xy ±

√√√√√ 13k22k
2
3x

4 + 4k2k
2
3x

3y + 2k22k3x
2M+

+8k2k3x
2yM + 4k23x

2y2 + 8k3xy
2M

 ,
(2.4.19)

On integration of (2.4.19), we can obtain y. Refer to [33] for more details.

Case 2: If c3 ̸= 0 and c1, c2 are zero, then the characteristic equations (2.4.3) give

β = λ, F = L(λ), G =M(λ). (2.4.20)
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Using equations (2.4.20) in equations (2.3.40), the system of PDEs reduces to

Lλλ = 0, Mλ = 0. (2.4.21)

On integrating equations (2.4.21), we obtain

L = aλ+ b,M = c. (2.4.22)

Now, using equations (2.4.22) into equations (2.4.20), we get

F (α, β) = aβ + b,G(α, β) = c, (2.4.23)

where a, b and c are arbitrary constants.

After substituting the equations (2.4.23) into equations (2.3.39), we have

u(x, y, t) = a(k3y − k2t) + b, v(x, y, t) = c. (2.4.24)

Case 3: If c2 ̸= 0 and c1, c3 are zero, then the characteristic equations (2.4.3) yield

α = λ, F = L(λ), G =M(λ). (2.4.25)

Using equation (2.4.25) in equation (2.3.40), system of PDEs reduces to system of

ODEs

Mλλ = 0,

LMλ +MLλ = 0. (2.4.26)

On integrating the first equation of (2.4.26), we obtain

M = aλ+ b. (2.4.27)

Now, using equation (2.4.27) into the second equation of (2.4.26), we have

L = (aλ+ b)−1c. (2.4.28)

Using (2.4.27) and (2.4.28) into equation (2.4.25), we have

F (α, β) = (aα+ b)−1c,

G(α, β) = aα+ b, (2.4.29)

where a, b, c are arbitrary constants. After substituting (2.4.29) into equation (2.3.39),

we have

u(x, y, t) = (ax+ b)−1c, , v(x, y, t) = ax+ b. (2.4.30)
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2.5 Discussion

In this chapter, an attempt has been made to illustrate the application of the classical

Lie symmetry technique to study the (2+1) dimensional dispersive long wave equa-

tion. The Lie symmetries, similarity reductions, and closed-form solutions for the

DLW system are presented. We have pointed out that the underlying symmetry alge-

bra of this equation is infinite-dimensional, and it exhibits the Kac-Moody-Virasoro

type subalgebra, which is possible in various other integrable equations too. Using

Lie symmetries, we obtain the similarity reductions and presented the various par-

ticular solutions. Some similarity reductions are further analyzed by the method of

Lie group of infinitesimal transformations and obtained the exact invariant solutions.

Also, we recover a solution given by Ma et al. [111] wherein the authors had used the

Clarkson Kruskal direct method to study its symmetry reductions (refer to equation

(2.3.28)).
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Chapter 3

Symmetry analysis of the

Schrödinger equation with time

dependent coefficients

3.1 Introduction

Triki and Biswas [38] introduced the generalization of the Kaup-Newell (KN) model,

called as new derivative nonlinear Schrödinger model

iqt + aqxx + ib(|q|2nq)x = 0, (3.1.1)

where a, and, b are nonzero real arbitrary constants and q is complex variable. For

n > 2, equation (3.1.1) includes the non-Kerr dispersion term (|q|2nq)x. For n =

2 equation (3.1.1) becomes the Kaup-Newell equation. The presence of derivative

nonlinear term of arbitrary order in the equation (3.1.1) appears to be a natural way

to further enhance this model for describing the propagation of sufficiently short pulses

[38]. Many mathematicians investigated this equation by using different techniques.

Triki and Biswas [38] investigated the exact chirped solitons, bright solutions, kink

solutions, and conservation laws in the single-mode optical fiber of equation (3.1.1).

Some exact chirped singular solutions were presented by Zhau et al. in [85]. Yildirim
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[108] has proposed some optical singular and bright solutions using Trial equation

architecture. Some optical solutions of equation (3.1.1) were furnished by using Sine-

Gordon expansion and the Riccatti Bernoulli sub-ODE methods [3].

In view of equation (3.1.1), we generalize the constant coefficients to complex variable

coefficients and consider the nonlinear Schrödinger equation of the form

iqt + (a1(t) + ia2(t))qxx + (b1(t) + ib2(t))(|q|2nq)x = 0, (3.1.2)

where a1(t), a2(t), b1(t), and b2(t) are arbitrary real functions and q(x, t) is a complex

valued function that expresses wave envelope. In equation (3.1.2), first term repre-

sents “the evolution term”, second term represents “the group velocity dispersion”

while the third term denotes “the non-Kerr dispersion term”. The time dependent

variable coefficients of group velocity dispersion and non-Kerr dispersion term are,

a1(t), a2(t) and b1(t), b2(t) respectively, and are arbitrary smooth functions of the vari-

able t.

The chapter is structured as follows: In section 3.2, we obtain the symmetries of the

equation (3.1.2) by utilizing the Lie symmetry method. The similarity variables and

similarity reductions for the obtained symmetries are being presented in section 3.3.

It is noticed that the reduced ODEs are complex in nature and lack Lie symmetries.

Therefore, the power series method has been used to find the solutions of ODEs [36],

in section 3.4. Finally, the chapter is concluded in section 3.5.

3.2 Lie symmetry analysis

In order to explore the symmetries of the equation (3.1.2), we adopt the classical Lie

symmetry method [79].

Let us first separate the real and imaginary parts of equation (3.1.2) by taking

q(x, t) = u(x, t) + iv(x, t). (3.2.1)
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Using equation (3.2.1) into equation (3.1.2), we get

− vt + a1(t)uxx − a2(t)vxx + b1(t)(2n(u
2ux + uvvx)(u

2 + v2)n−1) + b1(t)(u
2 + v2)nux

− 2nb2(t)(u
2 + v2)n−1(uvux + v2vx)− b2(t)(u

2 + v2)nvx = 0,

ut + a2(t)uxx + a1(t)vxx + b2(t)(u
2 + v2)nux + b2(t)(2n(u

2ux + uvvx)(u
2 + v2)n−1)

+ b1(t)(u
2 + v2)nvx + 2nb1(t)(u

2 + v2)n−1(uvux + v2vx) = 0. (3.2.2)

Next, consider a one-parameter Lie group of point transformations under which equa-

tions (3.2.2) remain invariant of the form [79]

x∗ = x+ ϵξ(x, t, u, v) +O(ϵ2),

t∗ = t+ ϵη(x, t, u, v) +O(ϵ2),

u∗ = u+ ϵτ(x, t, u, v) +O(ϵ2), (3.2.3)

v∗ = v + ϵζ(x, t, u, v) +O(ϵ2),

where ϵ is a group parameter and ξ, η, τ, ζ are the group infinitesimal of the Lie point

transformations. Applying the group of point transformations (3.2.3) on equations

(3.2.2) and on comparing the coefficients of various derivatives of u and v with respect

to x and t and equating them to zero, the first equation of (3.2.2) gives the following

list of equations:

(i) ξu = 0, ξv = 0,

(ii) ηv = 0, ηx = 0, ηu = 0,

(iii) −2a1(t)τuv + 2a2(t)ζuv = 0,

(iv) −2a1(t)τvv + 2a2(t)ζvv = 0,

(v) −2a1(t)τuu + 2a2(t)ζuu = 0,

(vi) −a1(t)τv + a
′

2(t)η − 2a2(t)ξx + a2(t)ηt − a1(t)ζu = 0,

(vii) −a
′

1(t)η − a1(t)τu + 2a1(t)ξx + a1(t)ζv − a1(t)ηt = 0,

(viii) ζt − a1(t)τxx + a2(t)ζxx +(u2 + v2)n(b2(t)ζx − b1(t)τx)+ 2n(u2 + v2)n−1(v2b2(t)ζx −u2b1(t)τx)

+ 2nuv(u2 + v2)n−1(b2(t)τx − b1(t)ζx) = 0,

(ix) ξt − 2a1(t)τvx +2a2(t)ζxv − a2(t)ξxx − (u2 + v2)n(b1(t)ζu + b1(t)τv − b2(t)ηt + b2(t)ξx − b
′

2(t)η)

− 2nu2b1(t)(uu
2 + v2)n−1τv + nv(u2 + v2)n−1(6b2(t)ζ − 2b1(t)τ) + 2nu(u2 + v2)n−1(b2(t)τ −

b1(t)ζ)2nuv(u
2+v2)n−1(b1(t)ξx−b

′

1(t)η+b2(t)τv−b1(t)ηt−b2(t)ζu)+2nv2(u2+v2)n−1(b
′

2(t)η−

b2(t)ξx + b2(t)ηt + b1(t)ζu) − 4n(n − 1)b1(t)(u
2 + v2)n−2(vζ + uτ) + 4n(n − 1)b2(t)(u

2 +

v2)n−2(uv2τ + v3ζ) = 0,
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(x) −2a1(t)τxu+a1(t)ξxx+2a2(t)ζxu+(u2+v2)n(−b1(t)η− b1(t)τu+ b1(t)ξx+ b1(t)ζv − b1(t)ηt)+

nb1(t)(u
2+v2)n−1(−4uτ+2ub2(t)ζ+2vb2(t)τ−2b1(t)vζ)+2nu2(u2+v2)n−1(−b

′

1(t)η−b1(t)τu+

b1(t)ξx + b1(t)ζv − b1(t)ηt − b2(t)ζu) + 2nuv(u2 + v2)n−1(b
′

2(t)η + b1(t)τu − b2(t)ξx − b2(t)ζv +

b2(t)ηt) + 4n(n− 1)(u2 + v2)n−2(b2(t)u
2vτ − b1(t)u

3τ − b1(t)u
2vζ + b2(t)uv

2ζ) = 0,

Similarly, the second equation of (3.2.2) gives the following additional equations

(i) a2(t)τuu + a1(t)ζuu = 0,

(ii) 2a2(t)τuv + 2a1(t)ζuv = 0,

(iii) 2a2(t)τvv + 2a1(t)ζvv = 0,

(iv) a1(t)τv + a
′

2(t)η − 2a2(t)ξx + a2(t)ηt + a1(t)ζu = 0,

(v) a
′

1(t)η − a1(t)τu − 2a1(t)ξx + a1(t)ζv + a1(t)ηt = 0,

(vi) τt+a2(t)τxx+a1(t)ζxx+(u2+v2)n(−b2(t)ζx+b1(t)τx)+2n(u2+v2)n−1(v2b1(t)ζx+u2b2(t)τx)+

2nuv(u2 + v2)n−1(b1(t)τx + b2(t)ζx) = 0,

(vii) ξt+2a2(t)τux+2a1(t)ζxu−a2(t)ξxx+(u2+v2)n(b
′

2(t)η−b2(t)ξx+b1(t)ζu+b2(t)ηt+b1(t)τv)n(v
2+

u2)n−1(6ub2(t)τ + 2b2(t)vζ + 2b1(t)vτ + 2b1(t)uζ + 2nv2b1(t)ζu) + 2nu2(u2 + v2)n−1(b
′

2(t)η −

b2(t)ξx + b2(t)ηt + b1(t)τv) + 2nuv(u2 + v2)n−1(b2(t)ζu + b
′

1(t)η− b1(t)ξx + b1(t)ηt − b2(t)τv) +

4n(n− 1)(u2 + v2)n−2(b2(t)u
3τ + b2(t)u

2vζ + b1(t)u
2vτ + b1(t)uv

2ζ) = 0,

(viii) 2a2(t)τxv − a1(t)ξxx + 2a1(t)ζxv + (u2 + v2)n(b
′

1(t)η − b1(t)ξx + b1(t)ζv − b1(t)τu + b1(t)ηt) +

2n(u2+v2)n−1(b2(t)u
2τv−v2b1(t)ξx+b1(t)v

2ζv−b1(t)v
2τu+b1(t)v

2ηt−b2(t)v
2τv+v2b

′

1(t)η)+

2n(u2 + v2)n−1(vb2(t)τ + ub2(t)ζ + ub1(t)τ + b1(t)ζ − 2b1(t)vζ) + 2nuv(u2 + v2)n−1(b
′

2(t)η +

b2(t)ζv + b2(t)ξx + b1(t)τv − b2(t)τu + b2(t)ηt + b1(t)τv) + 4n(n − 1)(u2 + v2)n−2(u2vb2(t)τ +

b2(t)uv
2ζ + b1(t)uv

2τ + b1(t)v
3ζ) = 0.

On simplifying and trying to solve the above sets of equations, we come across the

three different cases for the determination of infinitesimals ξ, η, τ, ζ as follows:

Case 1: For n = 1, a1(t), a2(t), b1(t) and b2(t) as non-zero, we have the following

subcases to consider:

Subcase 1: For η ̸= 0, the symmetries of the equation (3.1.2) obtained are as follows:

ξ = αx+ β,

η =
2α

a1(t)

∫
a1(t)dt+

σ

a1(t)
,

τ = −γv + δu, (3.2.4)

ζ = γu+ δv,
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where α, β, γ, δ and σ are arbitrary constants and the coefficient functions a1(t), a2(t),

b1(t), b2(t) are determined by the following governing equations

αb1(t)−
2α

a21(t)
b1(t)a

′

1(t)

∫
a1(t)dt−

σ

a21(t)
b1(t)a

′

1(t) +
2α

a1(t)
b
′

1(t)

∫
a1(t)dt

+
σb

′
1(t)

a1(t)
+ 2δb1(t) = 0, (3.2.5)

a2(t) = k1a1(t), (3.2.6)

b2(t) = k2b1(t). (3.2.7)

where k1 and k2 are nonzero arbitrary constants.

Next, the associated Lie algebra of symmetries (3.2.4) consists of following vector

fields [79]

H1 = x
∂

∂x
+

(
2

a1(t)

∫
a1(t)dt

)
∂

∂t
,

H2 =
1

a1(t)

∂

∂t
,

H3 = −v ∂
∂u

+ u
∂

∂v
, (3.2.8)

H4 = u
∂

∂u
+ v

∂

∂v
,

H5 =
∂

∂x
.

On solving the equation (3.2.5), we obtain the forms of the variable coefficients as

follows:

b1(t) = a1(t)
(
2α

∫
a1(t)dt+ σ

)− δ
α
− 1

2
,

a2(t) = k1a1(t),

b2(t) = k2a1(t)
(
2α

∫
a1(t)dt+ σ

)− δ
α
− 1

2
,

where a1(t) is an arbitrary constant.

The associated commutator table for the vector fields is given as
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Table 3.1: Commutator table

H1 H2 H3 H4 H5

H1 0 2H2 0 0 −H5

H2 −2H2 0 0 0 0

H3 0 0 0 0 0

H4 0 0 0 0 0

H5 H5 0 0 0 0

Subcase 2: For η = 0, the symmetries of equation (3.1.2) are given by

ξ = β,

η = 0, (3.2.9)

τ = −γv,

ζ = γu.

It may be mentioned here that in this subcase, the equation (3.1.2) remains invariant

for arbitrary forms of variable coefficients.

Case 2: For n ̸= 1, b1(t) = 0 and a1(t), a2(t), b2(t) as non-zero, the symmetries of

equation (3.1.2) are as follows

ξ = αx+ β,

η =
2α

a1(t)

∫
a1(t)dt+

σ

a1(t)
, (3.2.10)

τ = −γv + δu,

ζ = γu+ δv,

where α, σ, β, γ, δ are arbitrary constants and a1(t), a2(t), b2(t) are coefficient functions

which are determined from the following equations:

αb2(t) +
2α

a1(t)
b
′

2(t)

∫
a1(t)dt+

σ

a1(t)
b
′

2(t)−
2α

a21(t)
b2(t)a

′

1(t)

∫
a1(t)dt

+ 2nδb2(t)−
σ

a21(t)
b2(t)a

′

1(t) = 0, (3.2.11)

a2(t) = k1a1(t). (3.2.12)
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Now, the vector fields for the corresponding Lie algebra of infinitesimal symmetries

(3.2.10) are as follows:

H1 = x
∂

∂x
+

(
2

a1(t)

∫
a1(t)dt

)
∂

∂t
,

H2 =
1

a1(t)

∂

∂t
,

H3 = −v ∂
∂u

+ u
∂

∂v
, (3.2.13)

H4 = u
∂

∂u
+ v

∂

∂v
,

H5 =
∂

∂x
.

On solving the equation (3.2.11), we get

a2(t) = k1t,

b2(t) = a1(t)
(
2α

∫
a1(t)dt+ σ

)−nδ
α
− 1

2
,

where a1(t) is an arbitrary function of t.

Case 3: For n ̸= 1, a1(t) = 0, b1(t) = 0 and a2(t), b2(t) as non-zero, the symmetries

of equation (3.1.2) are as follows:

ξ = 0,

η =
σ

a2(t)
,

τ = −γv + δu, (3.2.14)

ζ = γu+ δv,

where γ, σ, δ are arbitrary constants and a2(t), b2(t) are coefficient functions which

are governed by the following relation

σ
b
′
2(t)

a2(t)
− σ

a22(t)
b2(t)a

′

2(t) + 2nδb2(t) = 0. (3.2.15)

Now, the vector fields for the associated Lie algebra (3.2.14) are as follows:

H1 =
σ

a2(t)

∂

∂t
, a2(t) ̸= 0

H2 = −v ∂
∂u

+ u
∂

∂v
, (3.2.16)

H3 = u
∂

∂u
+ v

∂

∂v
.
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On simplifying equation (3.2.15), it gives

b2(t) = a2(t)e
− 2nδ

σ

∫
a2(t)dt, σ ̸= 0, (3.2.17)

where a2(t) is an arbitrary function of argument t.

3.3 Similarity variables and Similarity reductions

In this section, we present the similarity variables and similarity reductions for the

associated symmetries constructed in section 3.2.

Case 1: For n = 1, a1(t), , a2(t), b1(t), b2(t) as nonzero.

Subcase 1: For η ̸= 0, the similarity variables associated with the symmetries (3.2.4)

can be obtained by solving the characteristic equations [79]

dx

ξ
=
dt

η
=
du

τ
=
dv

ζ
, (3.3.1)

where ξ, η, τ , ζ are given by equation (3.2.4), and equations (3.3.1) become

dx

αx+ β
=

dt
2α
a1(t)

∫
a1(t)dt+

σ
a1(t)

=
du

−γv + δu
=

dv

γu+ δv
, (3.3.2)

which is equivalent to

dx

αx+ β
=

dt
2α
a1(t)

∫
a1(t)dt+

σ
a1(t)

=
dq

(δ + iγ)q
(3.3.3)

On integrating equations (3.3.3), we get the similarity variable and the new dependent

variable as follows:

θ = (αx+ β)
(
2α

∫
a1(t)dt+ σ

)−1
2
,

q =
(
2α

∫
a1(t)dt+ σ

) δ
2α

+ iγ
2α
F (θ). (3.3.4)

Using equations (3.3.4) in equation (3.1.2), the reduced ordinary differential equation

(ODE) is given by

(iδ − γ)F − iαθFθ + (1 + ik1)α
2Fθθ + α(i− k2)(|F |2θF + Fθ|F |2) = 0, (3.3.5)

48



where δ, γ, α, k1, k2 are arbitrary constants. Further, the ODE (3.3.5) is converted

into the system of ordinary differential equations by substitutingF (θ) = U(θ)eiV (θ)

and on separating the real and imaginary parts, we have

α2U
′′ − α2U(V

′
)2 − γU − 2k1α

2U
′
V

′ − k1α
2UV

′′ − αU3V
′ − 3k2αU

2U
′
+ αθUV

′
= 0,

α2UV
′′
+ 2α2U

′
V

′
+ δU + k1α

2U
′′ − k1α

2U(V
′
)2 + 3αU2U

′ − αk2U
3V

′ − αθU
′
= 0.

(3.3.6)

Subcase 2: For η = 0, the similarity variables corresponding to symmetries (3.2.9)

are

θ = t, q = e
iγ
β
xF (θ). (3.3.7)

On using equation (3.3.7) in equation (3.1.2), we have

iF
′ − γ2

β2
(a1(θ) + ia2(θ))F + i

γ

β
(b1(θ) + ib2(θ))F |F |2 = 0, β ̸= 0. (3.3.8)

Using F (θ) = U(θ)eiV (θ)in the reduced ODE (3.3.8) and on separating the real and

imaginary parts, we get the system of ODEs as

U(θ)V
′
(θ) +

γ2

β2
a1(θ)U(θ) +

γ

β
b2(θ)U

3 = 0,

U
′
(θ)− γ2

β2
a2(θ)U(θ) +

γ

β
b1(θ)U

3 = 0, β ̸= 0. (3.3.9)

On solving the second equation of equations (3.3.9), with the aid of software MAPLE,

we get

U(θ) = ±β
1
2 e

γ2
∫
a2(θ)dθ

β2

[(
ρβ + 2γ

∫ (
e

γ2
∫
a2(θ)dθ

β2

)2
b1(θ)dθ

)]− 1
2

. (3.3.10)

As a result first equation in (3.3.9) yields

V (θ) = − γ

β2

∫ (
βb2(θ)U(θ)

2 + γa1(θ)
)
dθ + ϕ, β ̸= 0, (3.3.11)

where β, γ, ρ, ϕ are arbitrary constants. Substituting (3.3.10) into (3.3.11) and inte-

grating, we can obtain V (θ). Hence, the exact solution of equation (3.1.2) can be

obtained by substituting theF (θ) = U(θ)eiV (θ)into equation (3.3.7).
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Case 2: For n ̸= 1, b1(t) = 0 and a1(t), a2(t), b2(t) as nonzero, the similarity

variables corresponding to the symmetries (3.2.10) are given by

θ = (αx+ β)
(
2α

∫
a1(t)dt+ σ

)−1
2
,

q =
(
2α

∫
a1(t)dt+ σ

) δ
2α

+ iγ
2α
F (θ), (3.3.12)

Using equations (3.3.12) into equation (3.1.2), the reduced ODE is

(iδ − γ)F − iαθFθ + (1 + ik1)α
2Fθθ + iα(|F |2nθ F + Fθ|F |2n) = 0, (3.3.13)

where δ, γ, α, k1 are arbitrary constants.

Next, on substituting F (θ) = U(θ)eiV (θ) into equation (3.3.13) and splitting the real

and imaginary parts, we get a system of nonlinear ODEs as follows:

α2U
′′
− α2U(V

′
)2 − γU − 2k1α

2U
′
V

′
− k1α

2UV
′′
− αUU2nV

′
+ αθUV

′
= 0,

α2UV
′′
+ 2α2U

′
V

′
+ δU + k1α

2U
′′
− k1α

2U(V
′
)2 + 2nαU2nU

′
− αθU

′
+ αU2nU

′
= 0. (3.3.14)

Case 3: For n ̸= 1, a1(t) = 0, b1(t) = 0 and a2(t), b2(t) as nonzero, the similarity

variable and new dependent variable for symmetries (3.2.14) areas follows

θ = x, q = e(δ+iγ)
∫ a2(t)

σ
dtF (θ). (3.3.15)

Using equations (3.3.15) into equation (3.1.2), the reduced ODE takes the form

(δ + iγ)

σ
F + Fθθ + (|F |2nθ F + Fθ|F |2n) = 0, (3.3.16)

where γ, δ are arbitrary constants and σ ̸= 0.

On substitutingF (θ) = U(θ)eiV (θ)into (3.3.16) and on separating the real and imagi-

nary parts, we get

δ

σ
U + U

′′
− U(V

′
)2 + U

′
U2n + 2nU

′
U2n = 0,

γ

σ
U + 2U

′
V

′
+ UV

′′
+ UU2nV

′
= 0. (3.3.17)

Due to lack of symmetries of reduced ODEs (3.3.6), (3.3.14), and (3.3.17), we resort

to construct the power series solutions to these ODEs. Some researchers have already

applied the power series method to obtain the solutions of the nonlinear ODEs in

[36]. Therefore, in the next section, we present the application of the power series

method and find the series solutions of the reduced ordinary differential equations.

We have restricted ourselves to the series solution of a system of ODEs (3.3.6) given

in Case 1 only, but one can easily obtain the power series solution for the reduced

ordinary differential equations given in Case 2 and Case 3, similarly.
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3.4 Power Series solutions

In this section, we will apply the power series method to the system of ODEs (3.3.6).

Furthermore, we will also show the convergence of the power series solutions of (3.3.6).

Consider the solution of equations (3.3.6) in terms of power series of the form

U(θ) =
∞∑
k=0

pkθ
k, V (θ) =

∞∑
k=0

qkθ
k, (3.4.1)

where pn, qn are real constants and are to be determined.

Substituting equations (3.4.1) into system (3.3.6), we have

− γp0 + 2α2p2 − α2p0q
2
1 − 2k1α

2p1q1 − 2k1α
2p0q2 − αp30q1 − 3k2αp

2
0p1 + α

∞∑
k=1

k−1∑
j=0

(k − j)pjqk−jθ
k

− γ
∞∑
k=1

pkθ
k + α2

∞∑
k=1

(k + 1)(k + 2)pk+2θ
k − α2

∞∑
k=1

k∑
j=0

j∑
i=0

(i+ 1)(j − i+ 1)qi+1qj−i+1pk−jθ
k

− 2k1α
2

∞∑
k=1

k∑
j=0

(j + 1)(k − j + 1)pj+1qk−j+1θ
k − k1α

2
∞∑
k=1

k∑
j=0

(k − j + 1)(k − j + 2)qk−j+2pjθ
k

− α
∞∑
k=1

k∑
j=0

j∑
i=0

i∑
l=0

(k − j + 1)plpi−lpj−iqk−j+1θ
k − 3k2α

∞∑
k=1

k∑
j=0

j∑
i=0

(k − j + 1)pipj−iqk−j+1θ
k = 0,

(3.4.2)

2k1α
2p2 + δp0 + 2α2p1q1 + 2α2p0q2 − k1α

2p0q
2
1 + 3αp20p1 − αk2p

3
0q1 − α

∞∑
k=1

kpkθ
k

+ k1α
2

∞∑
k=1

(k + 1)(k + 2)pk+2θ
k + δ

∞∑
k=1

pkθ
k + 2α2

∞∑
k=1

k∑
j=0

(j + 1)(k − j + 1)pj+1qk−j+1θ
k

+ α2
∞∑
k=1

k∑
j=0

(k − j + 1)(k − j + 2)pjqk−j+2θ
k − k1α

2
∞∑
k=1

k∑
j=0

j∑
i=0

(i+ 1)(j − i+ 1)pk−jqi+1qj−i+1θ
k

+ 3α
∞∑
k=1

k∑
j=0

j∑
i=0

(k − j + 1)pipj−ipk−j+1θ
k − αk2

∞∑
k=1

k∑
j=0

j∑
i=0

i∑
l=0

(k − j + 1)plpi−lpj−iqk−j+1θ
k = 0.

(3.4.3)

On comparing the coefficients for k = 0 from equations (3.4.2) and (3.4.3), we get

−γp0 + 2α2p2 − α2p0q
2
1 − 2k1α

2p1q1 − 2k1α
2p0q2 − αp30q1 − 3k2αp

2
0p1 = 0,

2k1α
2p2 + δp0 + 2α2p1q1 + 2α2p0q2 − k1α

2p0q
2
1 + 3αp20p1 − αk2p

3
0q1 = 0, (3.4.4)
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which on solving yields

p2 = − 1

2α2

[
− γp0 − α2q21p0 − αq1p

3
0 − 3k2αp

2
0p1 +

k1
k21 + 1

(
(γk1 + δ)p0

+ 3α(k1k2 + 1)p20p1 + αk1p
3
0q1 − αk2q1p

3
0

)]
,

q2 =
1

2α2p0(k21 + 1)

[
− 2α2(k21 + 1)p1q1 − (γk1 + δ)p0 − 3α(k1k2 + 1)p20p1

− αk1q1p
3
0 + αk2q1p

3
0

]
. (3.4.5)

Next, on comparing the coefficients for k = 1 from equations (3.4.2) and (3.4.3), we

get

q3 =
1

12p0α2(k1 − 1)

[
− γp1 − α2(q21p1 + 4q1q2p0) + αp0q1 − 2k1α

2p1q2 − 2k1α
2(2p1q2 + 2p2q1)

− α(2p30q2 + 3p20p1q1)− 3αk2(2p
2
0p2 + 2p0p

2
1)
]
− 1

12p0α2(k1 + 1)

[
− k1α

2(q21p1 + 4q1q2p0)

+ δp1 + 2α2p1q2 − αp1 + 4α2(p1q2 + p2q1) + 3α(2p20q2 + 2p0p
2
1)− αk2(2p

3
0q2 + 3p20p1q1)

]
.

(3.4.6)

p3 = − 1

12α2(k1 + 1)

[
− k1α

2(q21p1 + 4q1q2p0) + δp1 + 2α2p1q2 − αp1 + 4α2(p1q2 + p2q1)

+ 3α(2p20q2 + 2p0p
2
1)− αk2(2p

3
0q2 + 3p20p1q1)

]
− 1

12α2(k1 − 1)

[
− α2(q21p1 + 4q1q2p0)

− γp1 + αp0q1 − 2k1α
2p1q2 − 2k1α

2(2p1q2 + 2p2q1)− α(2p30q2 + 3p20p1q1)

− 3αk2(2p
2
0p2 + 2p0p

2
1)
]
, (3.4.7)

where p2, q2 are given by equations (3.4.5). For k > 1, we have the general relations

as follows:

pk+2 = − 1

2p0α2(k1 + 1)(k + 1)(k + 2)

[
δpk − αkpk + 2α2

k∑
j=0

(j + 1)(k − j + 1)pj+1qk−j+1

+ α2
k∑

j=1

(k − j + 1)(k − j + 2)pjqk−j+2 + α2
k∑

j=1

(k − j + 1)(k − j + 2)pjqk−j+2

− k1α
2

k∑
j=0

j∑
i=0

(i+ 1)(j − i+ 1)qi+1qj−i+1pk−j + 3α
k∑

j=0

j∑
i=0

(k − j + 1)pipj−ipk−j+1

− αk2

k∑
j=0

j∑
i=0

i∑
l=0

(k − j + 1)plpi−lpj−iqk−j+1

]
− 1

2p0α2(k1 − 1)(k + 1)(k + 2)

[
− γpk

52



+ α
k−1∑
j=0

(k − j)pjqk−j − α2
k∑

j=0

j∑
i=0

(i+ 1)(j − i+ 1)qi+1qj−i+1pk−j

− 2k1α
2

k∑
j=0

(j + 1)(k − j + 1)pj+1qk−j+1 − k1α
2

k∑
j=1

(k − j + 1)(k − j + 2)qk−j+2pj

− α
k∑

j=0

j∑
i=0

i∑
l=0

(k − j + 1)plpj−ipi−lqk−j+1 − 3αk2

k∑
j=0

j∑
i=0

(k − j + 1)pipj−ipk−j+1

]
,

(3.4.8)

qk+2 =
1

2p0α2(k1 − 1)(k + 1)(k + 2)

[
− γpk + α

k−1∑
j=0

(k − j)pjqk−j

− α2
k∑

j=0

j∑
i=0

(i+ 1)(j − i+ 1)qi+1qj−i+1pk−j − 2k1α
2

k∑
j=0

(j + 1)(k − j + 1)pj+1qk−j+1

− k1α
2

k∑
j=1

(k − j + 1)(k − j + 2)qk−j+2pj − α
k∑

j=0

j∑
i=0

i∑
l=0

(k − j + 1)plpi−lpj−iqk−j+1

− 3αk2

k∑
j=0

j∑
i=0

(k − j + 1)pipj−ipk−j+1

]
− 1

2p0α2(k1 + 1)(k + 1)(k + 2)

[
δpk − αkpk

+ 2α2
k∑

j=0

(j + 1)(k − j + 1)pj+1qk−j+1 + α2
k∑

j=1

(k − j + 1)(k − j + 2)pjqk−j+2

+ α2
k∑

j=1

(k − j + 1)(k − j + 2)pjqk−j+2 − k1α
2

k∑
j=0

j∑
i=0

(i+ 1)(j − i+ 1)qi+1qj−i+1pk−j

+ 3α
k∑

j=0

j∑
i=0

(k − j + 1)pipj−ipk−j+1 − αk2

k∑
j=0

j∑
i=0

i∑
l=0

(k − j + 1)plpi−lpj−iqk−j+1

]
. (3.4.9)

From these relations one can determine the other terms of two sequences {pk}∞k=0

and {qk}∞k=0. Therefore, it implies that for system (3.3.6), there exists a power series

solutions (3.4.1) with the coefficients given by equations (3.4.8), (3.4.9). Moreover, we

can show the convergence of the power series solution (3.4.1) to the equation (3.3.6).

From equations (3.4.8), we have

|pk+2| ≤ M
[
|pk|+

k∑
j=0

|pj+1||qk−j+1|+
k∑

j=1

|pj ||qk−j+2|+
k∑

j=0

j∑
i=0

|pk−j ||qi+1||qj−i+1|

+
k∑

j=0

j∑
i=0

|pi||pj−i||qk−j+1|+
k∑

j=0

j∑
i=0

|pi||pj−i||pk−j+1|+
k−1∑
j=0

|pj ||qk−j |

+
k∑

j=0

j∑
i=0

i∑
l=0

|pl||pi−l||pj−i||qk−j+1|
]
, k = 1, 2, . . . (3.4.10)
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whereM = max
{

|α−δ|
|2α2(k1+1)| +

|γ|
|2α2(k1−1)| ,

|k1|
|k1−1|−

1
|k1−1| ,

1
|2α(k1−1)| ,

|3k2|
|2α(k1−1)|−

3
|2α(k1+1)| ,

|k1|
|2(k1−1)| +

1
|2(k1+1)| ,

|k2|
|2(k1+1)| +

1
|2(k1−1)|

}
. Similarly, from equation (3.4.9), we get

|qk+2| ≤ N
[
|pk|+

k∑
j=0

|pj+1||qk−j+1|+
k∑

j=1

|pj ||qk−j+2|+
k∑

j=0

j∑
i=0

|pk−j ||qi+1||qj−i+1|

+
k∑

j=0

j∑
i=0

|pi||pj−i||qk−j+1|+
k∑

j=0

j∑
i=0

i∑
l=0

|pl||pi−l||pj−i||qk−j+1|+
k−1∑
j=0

|pj ||qk−j |

+

k∑
j=0

|pi||pj−i||pk−j+1|
]
, k = 1, 2, . . . (3.4.11)

where N = max
{

|α−δ|
|p0||2α2(k1+1)| +

|γ|
|p0||2α2(k1−1)| ,

|k1|
|p0||2(k1+1)| +

1
|p0||2(k1−1)|

|3k2|
|p0||2α(k1−1)| +

3
|p0||2α(k1+1)| ,

|k1|
|p0||2(k1−1)| +

1
|p0||2(k1+1)| ,

1
|p0||2α(k1−1)| ,

|k1|
|p0||k1−1| +

1
|p0||k1+1| ,

1
|p0||2α(k1−1)| +

+ |k2|
|p0||2α(k1+1)|

}
.

We now consider the two power series as follows:

R = R(θ) =
∞∑
k=0

rkθ
k, S = S(θ) =

∞∑
k=0

skθ
k, (3.4.12)

with ri = |pi|, si = |qi|, for k = 1, 2, . . .. Therefore,

rn+2 = M

[
rk +

k∑
j=0

rj+1sk−j+1 +
k∑

j=1

rjsk−j+2 +
k∑

j=0

j∑
i=0

si+1sj−i+1rk−j +
k∑

j=0

j∑
i=0

rirj−isk−j+1

+

k−1∑
j=0

rjsk−j +

k∑
j=0

j∑
i=0

rirj−irk−j+1 +

k∑
j=0

j∑
i=0

i∑
l=0

rlri−lrj−isk−j+1

]
,

sn+2 = N

[
rk +

k∑
j=0

rj+1sk−j+1 +
k∑

j=1

rjsk−j+2 +
k∑

j=0

j∑
i=0

si+1sj−i+1rk−j +
k∑

j=0

j∑
i=0

rirj−isk−j+1

+
k−1∑
j=0

rjsk−j +
k∑

j=0

j∑
i=0

rirj−irk−j+1 +
k∑

j=0

j∑
i=0

i∑
l=0

rlri−lrj−isk−j+1

]
, (3.4.13)

We can see that |pk| ≤ rk, |qk| ≤ sk, where k = 0, 1, 2, . . .. That is, the two

series (3.4.12) are the majorant series of (3.4.1). Next, we deduce that the two series

(3.4.12), have the positive radius of convergence. Therefore, by some mathematical
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calculation, we get

R(θ) = r0 + r1θ + r2θ
2 +

∞∑
k=1

rk+2θ
k+2

= r0 + r1θ + r2θ
2 +M

[ ∞∑
k=1

rkθ
k+2 +

∞∑
k=1

k∑
j=0

rj+1sk−j+1θ
k+2 +

∞∑
k=1

k∑
j=1

rjsk−j+2θ
k+2

+

∞∑
k=1

k∑
j=0

j∑
i=0

si+1sj−i+1rk−jθ
k+2 +

∞∑
k=1

k−1∑
j=0

rjsk−jθ
k+2 +

∞∑
k=1

k∑
j=0

j∑
i=0

rirj−isk−j+1θ
k+2

+
∞∑
k=1

k∑
j=0

j∑
i=0

rirj−irk−j+1θ
k+2 +

∞∑
k=1

k∑
j=0

j∑
i=0

i∑
l=0

rlri−lrj−isk−j+1θ
k+2

]
, (3.4.14)

which is further equal to

R(θ) = r0 + r1θ + r2θ
2 +M

[
2RS + θ2SR− 2r0S − 2s0R− θs1R− θ2s0R+ S2R+ s20R+R3θ

+ θ3S + s0θR
2 − 2s0θR

2 − r0r1θ
2R− 2r0θR

2 + θR3S − s0θR
3 + θ2R+ 2r0s0 − 2s0RS

+ (r0s1 − r30)θ + (2r20r1 − r0 − r1s1 − s21r0 − r20s1 − r30s1)θ
2
]
. (3.4.15)

Similarly,

S(θ) = s0 + s1θ + s2θ
2 +

∞∑
k=1

sk+2θ
k+2

= s0 + s1θ + s2θ
2 +N

[ ∞∑
k=1

rkθ
k+2 +

∞∑
k=1

k∑
j=0

rj+1sk−j+1θ
k+2 +

∞∑
k=1

k∑
j=1

rjsk−j+2θ
k+2

+
∞∑
k=1

k∑
j=0

j∑
i=0

si+1sj−i+1rk−jθ
k+2 +

∞∑
k=1

k−1∑
j=0

rjsk−jθ
k+2 +

∞∑
k=1

k∑
j=0

j∑
i=0

rirj−isk−j+1θ
k+2

+
∞∑
k=1

k∑
j=0

j∑
i=0

rirj−irk−j+1θ
k+2 +

∞∑
k=1

k∑
j=0

j∑
i=0

i∑
l=0

rlri−lrj−isk−j+1θ
k+2

]
, (3.4.16)

which is further equal to

S(θ) = s0 + s1θ + s2θ
2 +N

[
2RS + θ2SR− 2r0S − 2s0R− θs1R− θ2s0R+ S2R+ s20R− 2s0RS

+ θ3S + s0θR
2 − 2s0θR

2 − r0r1θ
2R− 2r0θR

2 + θR3S − s0θR
3 + θ2R+ 2r0s0 +R3θ

+ (r0s1 − r30)θ + (2r20r1 − r0 − r1s1 − s21r0 − r20s1 − r30s1)θ
2
]
. (3.4.17)

Now consider the implicit functional system concerning the independent variable θ:

F (θ,R, S) = R− r0 − r1θ − r2θ
2 −M

[
2RS + θ2SR− 2r0S + (s20 − 2s0 − θs1)R− θ2s0R+ S2R

+R3θ + θ3S + s0θR
2 − 2s0θR

2 − r0r1θ
2R− 2r0θR

2 + θR3S − s0θR
3 + θ2R+ 2r0s0

− 2s0RS + (r0s1 − r30)θ + (2r20r1 − r0 − r1s1 − s21r0 − r20s1 − r30s1)θ
2
]
= 0,

G(θ,R, S) = S − s0 − s1θ − s2θ
2 −N

[
2RS + θ2SR− 2r0S + (s20 − 2s0 − θs1)R− θ2s0R+ S2R

+R3θ + θ3S + s0θR
2 − 2s0θR

2 − r0r1θ
2R− 2r0θR

2 + θR3S − s0θR
3 + θ2R+ 2r0s0

− 2s0RS + (r0s1 − r30)θ + (2r20r1 − r0 − r1s1 − s21r0 − r20s1 − r30s1)θ
2
]
= 0. (3.4.18)
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Since F and G are analytic in the neighborhood of (0, r0, s0) and F (0, r0, s0) = 0,

G(0, r0, s0) = 0. Therefore, the Jacobian is given by

J =
∂(F,G)

∂(R,S)
= 1 ̸= 0. (3.4.19)

If we choose the parameters r0 = |p0| and s0 = |q0| accordingly, then by Implicit

function theorem [99], we find that R = R(θ) and S = S(θ) are analytic in the

neighbourhood of the point (0, r0, s0) and have the positive radius of convergence.

This implies that the two power series (3.4.1) converge in a neighborhood of (0, r0, s0).

Hence the proof is completed. Thus, we find that the power series solutions (3.4.1)

are the exact analytic solutions of the equations (3.3.6) given as follows:

U(θ) = p0 + p1θ −
1

2α2

[
− γp0 − α2q21p0 − αq1p

3
0 − 3k2αp

2
0p1 +

k1
k21 + 1

(
(γk1 + δ)p0

+ 3α(k1k2 + 1)p20p1 + αk1p
3
0q1 − αk2q1p

3
0

)]
θ2 +

∞∑
k=1

pk+2θ
k+2,

V (θ) = q0 + q1θ +
1

2α2p0(k21 + 1)

[
− 2α2(k21 + 1)p1q1 − (γk1 + δ)p0 − 3α(k1k2 + 1)p20p1

− αk1q1p
3
0 + αk2q1p

3
0

]
θ2 +

∞∑
k=1

qk+2θ
k+2, (3.4.20)

where pi, qi(i = 0, 1) are arbitrary constants and pk+2, qk+2(k = 1, 2, . . .) are given by

equations (3.4.8) and (3.4.9).

From equations (3.4.20), we get

F (θ) =

(
p0 + p1θ −

1

2α2

[
− γp0 − α2q21p0 − αq1p

3
0 − 3k2αp

2
0p1 +

k1
k21 + 1

(
(γk1 + δ)p0

+ 3α(k1k2 + 1)p20p1 + αk1p
3
0q1 − αk2q1p

3
0

)]
θ2 +

∞∑
k=1

pk+2θ
k+2

)
× exp

(
q0 + q1θ

+
1

2α2p0(k21 + 1)

[
− 2α2(k21 + 1)p1q1 − (γk1 + δ)p0 − 3α(k1k2 + 1)p20p1

− αk1q1p
3
0 + αk2q1p

3
0

]
θ2 +

∞∑
k=1

qk+2θ
k+2

)
. (3.4.21)
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The exact solution of the equation (3.1.2) is given by

q =
(
2α

∫
a1(t)dt+ σ

) δ
2α+ iγ

2α

[
p0 + p1(αx+ β)

(
2α

∫
a1(t)dt+ σ

)−1
2 − 1

2α2

[
− γp0 − α2q21p0

− αq1p
3
0 − 3k2αp

2
0p1 +

k1
k21 + 1

(
(γk1 + δ)p0 + 3α(k1k2 + 1)p20p1 + αk1p

3
0q1

− αk2q1p
3
0

)]
(αx+ β)2

(
2α

∫
a1(t)dt+ σ

)−1

+
∞∑
k=1

pk+2

(
(αx+ β)

(
2α

∫
a1(t)dt+ σ

)−1
2
)k+2

]

× exp

[
q0 + q1(αx+ β)

(
2α

∫
a1(t)dt+ σ

)−1
2

+
1

2α2p0(k21 + 1)

[
− 2α2(k21 + 1)p1q1 − (γk1 + δ)p0

− 3α(k1k2 + 1)p20p1 − αk1q1p
3
0 + αk2q1p

3
0

]
(αx+ β)2

(
2α

∫
a1(t)dt+ σ

)−1

+
∞∑
k=1

qk+2

(
(αx+ β)

(
2α

∫
a1(t)dt+ σ

)−1
2
)k+2

]
. (3.4.22)

3.5 Discussion

The application of Lie group method has been performed on a nonlinear Schrödinger

equation with time dependent variable coefficients. This method is feasible and effi-

cient for the analysis of nonlinear PDEs. We have obtained the Lie group of infinites-

imals for the arbitrary time-dependent variable coefficients. The similarity variables,

reduce the equation (3.1.2) to nonlinear ODEs. Due to the lack of Lie symmetries of

the obtained reduced system of second-order nonlinear ODEs, we take recourse to the

power series method on the reduced ODEs (3.3.6) only and obtained the exact power

series solutions. The convergence of the power series solution is also established. The

results confirm the belief that the power series method is applicable to explore the

exact explicit solution of the nonlinear ordinary differential equations. The software

Maple has been utilized in solving some reduced ordinary differential equations.
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Chapter 4

Symmetry reduction and exact

solutions of the KP equation with

variable coefficients

4.1 Introduction

The KP equation arises in the various physical phenomena, including plasma physics

and shallow-water waves. This equation describes the evolution of small amplitude

surface waves, weak dispersion, weak nonlinearity, and propagation along the x-axis

with the waves weakly perturbed in the y-direction. KP equation is completely inte-

grable and has an infinite number of conservation laws and symmetries, a Lax pair,

Painlève property and the Hirota bilinear representations [74] etc. The generalized

(2+1) dimensional KP equation in normalized form is [91]

(ut + β(k(u))x + αuxxx)x + γuyy = 0, (4.1.1)

where α, β, γ are arbitrary constants and k(u) is an arbitrary nonlinear term. Exact

solutions and symmetries of equation (4.1.1) with different classes of k(u) were studied

by Elwakil et al. [91]. KP equations have many versions according to the different

forms of k(u), which are related to the physical phenomena. If k(u) = un, then the
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corresponding KP equation with power-law nonlinearity has been used to describe the

flow of shallow water waves [24]. Biswas and Ranasinghe [6] investigated this type of

equation and constructed one soliton solution using solitary wave ansatz. Some exact

solutions of the KP equation (4.1.1) were classified by Pandir et al. through the Trial

expansion method [107].

Liu and Zeng [49] investigated the (3+1) dimensional Kadomtsev-Petviashvilli (KP)

equation with variable coefficients of the form

(ut + λ(t)uux + µ(t)uxxx)x + γ(t)uyy + δ(t)uzz = 0, (4.1.2)

where µ(t), γ(t), δ(t), λ(t) are arbitrary functions. Various researchers have worked

on this equation by using different techniques to obtain the exact solutions. Zhao

and Bai [40] found the exact explicit solutions of equation (4.1.2). Zhang et al. [51]

investigated the exact solutions and an auto Bäcklund transformation of equation

(4.1.2) using the homogeneous balance principle. Liu and Zeng [49] applied an ex-

tended variable coefficient homogeneous balance method to find an auto Bäcklund

transformation of equation (4.1.2). Khalique and Adem [16] investigated the sym-

metries of equation (4.1.2) with constant coefficients. Some new exact solutions were

obtained by Zhao and Han [112]. Symmetry analysis of equation (4.1.2) with constant

coefficients and with power law nonlinearity was studied by Adem et al. [1].

In view of equations (4.1.1) and (4.1.2), we propose to study a new generalized (3+1)

dimensional KP equation with variable coefficients and an arbitrary nonlinear term

of the form

(ut + λ(t)(k(u))x + µ(t)uxxx)x + γ(t)uyy + δ(t)uzz = 0, (4.1.3)

where µ(t), γ(t), δ(t), λ(t) are arbitrary functions and k(u) is an arbitrary nonlinear

term. The objective of the work is to find the Lie symmetries and deduce the exact

solutions of equation (4.1.3).

This chapter is organized as follows: Infinitesimals of KP equation (4.1.3) are con-

structed in section 4.2. In section 4.3, we illustrate a case in which the arbitrary

coefficients of the equation (4.1.3) are taken as power functions of ‘t’ and give the

similarity reductions and some new exact solutions alongwith some nonlinear ordinary

differential equations. Concluding remarks are presented in section 4.4.
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4.2 Symmetry analysis

Herein, we investigate the Lie symmetries of the KP equation (4.1.3). Consider the

one-parameter group of point transformations under which equation (4.1.3) remains

invariant of the form [44]

x∗ = x+ ϵξ(t, x, y, z, u) +O(ϵ2),

y∗ = y + ϵη(t, x, y, z, u) +O(ϵ2),

z∗ = z + ϵζ(t, x, y, z, u) +O(ϵ2), (4.2.1)

t∗ = t+ ϵτ(t, x, y, z, u) +O(ϵ2),

u∗ = u+ ϵΘ(t, x, y, z, u) +O(ϵ2),

where ϵ is the group parameter and ξ, η, ζ, τ,Θ are the infinitesimals of the Lie group

of point transformations. Applying the group of point transformations (4.2.1) on

equation (4.1.3), we obtain a set of determining equations as follows:

(i) ξu = ηu = ζu = τu = τx = ζx = ηx = τz = τy = Θuu = 0,

(ii) 4µ(t) ∂
2Θ

∂u∂x
− 6µ(t) ∂

2ξ
∂x2

= 0,

(iii) −2δ(t)∂ζ
∂z

+ 4δ(t) ∂ξ
∂x

+ δ
′
(t)τ − τδ(t)µ

′
(t)

µ(t)
= 0,

(iv) 2γ(t)∂ζ
∂y

+ 2δ(t)∂η
∂z

= 0,

(v) −2γ(t)∂η
∂y

+ γ
′
(t)τ + 4γ(t) ∂ξ

∂x
− γ(t)µ

′
(t)

µ(t)
τ = 0,

(vi) ∂2Θ
∂x∂u

= 0, −∂τ
∂t

+ 3 ∂ξ
∂x

− τ µ
′
(t)

µ(t)
= 0,

(vii) ∂ζ
∂t

+ 2δ(t)∂ξ
∂z

= 0,

(viii) −γ(t)∂2ζ
∂y2

+ 2δ(t) ∂
2Θ

∂z∂u
− δ(t)∂

2ζ
∂z2

= 0,

(ix) ∂η
∂t

+ 2γ(t) ∂ξ
∂y

= 0,

(x) 2γ(t) ∂
2Θ

∂u∂y
− δ(t)∂

2η
∂z2

− γ(t)∂
2η
∂y2

= 0,

(xi) λ(t)k
′
(u)∂

2Θ
∂x2

+ ∂2Θ
∂x∂t

+ γ(t)∂
2Θ
∂y2

+ δ(t)∂
2Θ
∂z2

+ µ(t)∂
4Θ
∂x4

= 0,
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(xii) τλ
′
(t)k

′
(u) + Θλ(t)k

′′
(u) + 2λ(t)k

′
(u) ∂ξ

∂x
− ∂ξ

∂t
+ 6µ(t) ∂3Θ

∂x2∂u
− 4µ(t) ∂

3ξ
∂x3

− λ(t)k
′
(u)µ

′
(t)

µ(t)
τ = 0,

(xiii) 2λ(t)k
′′
(u)∂Θ

∂x
+ 2λ(t)k

′
(u) ∂

2Θ
∂x∂u

− λ(t)k
′
(u) ∂

2ξ
∂x2

+ ∂2Θ
∂u∂t

− γ(t) ∂
2ξ
∂y2

− δ(t)∂
2ξ
∂z2

− ∂2ξ
∂x∂t

− µ(t) ∂
4ξ
∂x4

+ 4µ(t) ∂4Θ
∂x3∂u

= 0,

(xiv) λ
′
(t)k

′′
(u)τ + λ(t)k

′′′
(u)Θ + 2λ(t)k

′′
(u)∂Θ

∂u
− 2λ(t)k

′′
(u) ∂ξ

∂x
− λ(t)k

′′
(u)∂Θ

∂u
,

+ 4λ(t)k
′′
(u) ∂ξ

∂x
− λ(t)k

′′
(u)µ

′
(t)

µ(t)
τ = 0.

On solving the above set of equations, we obtain the following infinitesimals of the

invariant group of equation (4.1.3):

τ(t) =
3

µ(t)

∫
f(t)µ(t)dt+

c1
µ(t)

,

η(y, z, t) =

(
2f(t) +

3δ
′
(t)

2δ(t)µ(t)

∫
f(t)µ(t)dt+

c1δ
′
(t)

2δ(t)µ(t)

− 3µ
′
(t)

2µ(t)2

∫
f(t)µ(t)dt− c1µ

′
(t)

2µ(t)2

)
y − k1c2z + ψ(t),

ζ(y, z, t) =

(
2f(t) +

3δ
′
(t)

2δ(t)µ(t)

∫
f(t)µ(t)dt+

c1δ
′
(t)

2δ(t)µ(t)

− 3µ
′
(t)

2µ(t)2

∫
f(t)µ(t)dt− c1µ

′
(t)

2µ(t)2

)
z + c2y + ρ(t), (4.2.2)

ξ(x, y, z, t) = f(t)x− ρ
′
(t)

2δ(t)
z − ψ

′
(t)

2δ(t)
y + α(t)

− 1

4δ(t)

(
z2 +

y2

k1

)[
d

dt

(
2f(t) +

3δ
′
(t)

2δ(t)µ(t)

∫
f(t)µ(t)dt

+
c1δ

′
(t)

2δ(t)µ(t)
− 3µ

′
(t)

2µ(t)2

∫
f(t)µ(t)dt− c1µ

′
(t)

2µ(t)2

)]
,

Θ(x, y, z, t, u) = p(t)u+ q1(y, z, t)x+ q2(y, z, t),

where c1, c2 are arbitrary constants and α(t), ρ(t), ψ(t) are arbitrary functions.

The presence of arbitrary functions in the above group infinitesimals indicates that

the underlying Lie algebra of KP equation (4.1.3) is infinite-dimensional.

Further, the invariance of equation (4.1.3) under the one-parameter group (4.2.1)

yields the following admissible form of the nonlinear term:

k(u) =
c3u

2

2
+ c4u+ c5 (4.2.3)
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where c3, c4, c5 are arbitrary constants.

It is worth mentioning here that the functions f(t), p(t), q1(y, z, t) and q2(y, z, t) which

appear in the expression of group infinitesimals (4.2.2) are restricted by the following

governing equations

2λ(t)c3q1(y, z, t) + p
′
(t) + f

′
(t) +

d

dt

(
3δ

′
(t)

2δ(t)µ(t)

∫
f(t)µ(t)dt+

c1δ
′
(t)

2δ(t)µ(t)

− 3µ
′
(t)

2µ(t)2

∫
f(t)µ(t)dt− c1µ

′
(t)

2µ(t)2

)
= 0, (4.2.4)

− p(t)λ(t)c4 + c3λ(t)q2(y, z, t) +
1

4

(
z2 +

y2

k1

)
d

dt

(
1

δ(t)

d

dt

(
2f(t) +

3δ
′
(t)

2δ(t)µ(t)

∫
f(t)µ(t)dt

+
c1δ

′
(t)

2δ(t)µ(t)
− 3µ

′
(t)

2µ(t)2

∫
f(t)µ(t)dt− c1µ

′
(t)

2µ(t)2

))
= 0, (4.2.5)

k1δ(t)
∂2q1
∂y2

+ δ(t)
∂2q1
∂z2

= 0, (4.2.6)

∂q1
∂t

+ k1δ(t)
∂2q2
∂y2

+ δ(t)
∂2q2
∂z2

= 0, (4.2.7)

f
′
(t)− c3λ(t)q1(y, z, t) = 0, (4.2.8)

λ(t)p(t) + 2λ(t)f(t) +
3λ

′
(t)

µ(t)

∫
f(t)µ(t)dt− 3λ(t)µ

′
(t)

µ(t)2

∫
f(t)µ(t)dt+

c1λ
′
(t)

µ(t)

− c1λ(t)µ
′
(t)

µ(t)2
= 0, (4.2.9)

γ(t) = k1δ(t).

It may be noted here that these governing equations involve the variable coefficients

λ(t), µ(t), γ(t) and δ(t) too in them. The specific choice of these variable coefficients

will help us in determining the forms of unknown functions f(t), p(t), q1(y, z, t) and

q2(y, z, t) and vice versa from equations (4.2.4)-(4.2.9). In the next section, we choose

the variable coefficients of specific nature and work out the admissible forms of the

unknown functions f(t), p(t), qi(y, z, t), i = 1, 2. with the help of equations (4.2.4)-

(4.2.9). To demonstrate this we have preferred to take the variable coefficients as

power functions of ‘t’.
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4.3 Variable coefficients as power functions of ‘t’

Let

µ(t) = tm

λ(t) = tr

δ(t) = tn,

so that γ(t) = k1t
n.

For c3 = 2, c4 = c5 = 0, ψ(t) = α(t) = σ(t) = 0 and k(u) = u2, on solving equations

(4.2.4), (4.2.8) and (4.2.9), we have

f
′
(t)− 3

2
(2r −m− n)t−m−2

∫
tm+1f

′
(t)dt+

c1
2
(m+ 1)(2r −m− n)t−m−2 = 0.

(4.3.1)

Now, by observing the equation (4.3.1), we can consider the following special cases:

• Case 1: 2r −m− n = 0,m ̸= −1

• Case 2: m+ 1 = 0

• Case 3: c1 = 0

Case 1: In this case equation (4.3.1) readily yields

f(t) = c6 (4.3.2)

Next, on using equation (4.3.2) in equations (4.2.4)-(4.2.6), (4.2.8), (4.2.9), we get

q1 = 0, p(t) = −2c6 +
3c6(m− r)

m+ 1
+ c1(m− r)t−m−1,

q2(t, y, z) =
c1(m− r)(m+ 1)(r + 1)t−3(1+r)

4

(
z2 +

y2

k1

)
. (4.3.3)

Further, using equation (4.3.3) into equation (4.2.7), we arrive at the following con-

dition

c1(m+ 1)(m− r)(r + 1) = 0,

which leads to two subcases
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• Subcase 1: r = −1

• Subcase 2: n = m = r, r ̸= −1

Subcase 1: In this case we get n = −(m + 2) from 2r −m − n = 0 and equations

(4.3.3) reduce to

q1 = 0, q2 = 0, p(t) = c6 + c1(m+ 1)t−m−1.

Consequently, with the help of equations (4.2.2), we get symmetry generators (a.1)−

(a.3) as listed in Table 4.1.

Now, we present the similarity reduction and exact solutions for each of the generators

(a.1)− (a.3) as follows:

(i) For generator (a.1) the similarity variables are given by

a = yz−1, b = xy, c = yt
m+1

3 . (4.3.4)

Using equation (4.3.4) in equation (4.1.3), the reduced PDE is

3c6ϕbbbb + 6c3ϕ2
b + 6c3ϕϕbb + (m+ 1)c4ϕbc + 6k1ϕ− 6k1aϕa

− 6k1bϕb − 6k1cϕc + 3k1a
2ϕaa + 3k1c

2ϕcc + 3k1b
2ϕbb + 6k1abϕab

+ 6k1acϕac + 6k1bcϕbc + 6a3ϕa + 3a4ϕaa = 0. (4.3.5)

On subjecting the equation (4.3.5) to invariance under one parameter group

leads to the following symmetry generators

F1 =
(a2
k1

+ 1
) ∂
∂a

+
b

a

∂

∂b
+
c

a

∂

∂c
+
ϕ

a

∂

∂ϕ
,

F2 =
a

c

∂

∂a
+
(b
c
+

(m+ 1)c2

6k1

) ∂
∂b

+
∂

∂c
+
(ϕ
c
+

(m+ 1)2c2

18k1

) ∂
∂ϕ
,

F3 = c
∂

∂b
+

(m+ 1)c

6

∂

∂ϕ
, (4.3.6)

F4 = − 6a2c−1

(m+ 1)

∂

∂a
+
c2

a

∂

∂b
+

(m+ 1)c2

3a

∂

∂ϕ
.

As the process of further reduction of PDE (4.3.5) and obtaining the exact

solution is similar for all four generators listed in equation (4.3.6), we therefore,
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restricted ourselves to the last two generators only, namely F3 and F4. The

similarity variables for generator F3 are

α = a, β = c, ϕ =
(m+ 1)b

6
+ ψ(α, β). (4.3.7)

Using equation (4.3.7) into equation (4.3.5), the PDE reduces to

k1β
2ψββ + k1α

2ψαα + 2k1αβψαβ − 2k1αψα − 2k1βψβ + 2k1ψ

+ 2α3ψα + α4ψαα +
β3(m+ 1)2

18
= 0. (4.3.8)

On solving the equation (4.3.8) using software MAPLE, we get

ψ =
C2α

α2 + k1
+

C1α
2

α2 + k1
+

C3

2α2 + 2k1
+ C4β + C5β

2 − m2β3

36k1

− 2mβ3

36k1
− β3

36k1
− 18C3

36k1
,

where C1, C2, C3, C4, C5 are arbitrary constants and k1 ̸= 0.

Reverting back to original variables x, y, z, t, the exact solution of equation

(4.1.3) is given by

u(x, y, z, t) =
(m+ 1)x

6
+

C2z

y2 + k1z2
+

C1y

y2 + k1z2
+

C3z
2

2y(y2 + k1z2)
+ C4t

m+1
3

+ C5yt
2m+2

3 − m2y2tm+1

36k1
− my2tm+1

18k1
− y2tm+1

36k1
− C3

2k1y
. (4.3.9)

For generator F4, the similarity variables are as follows:

α = c, β =
(m+ 1)c3a−2

12
− b, ϕ =

(m+ 1)2c3a−2

36
+ ψ(α, β). (4.3.10)

Using equations (4.3.10) in equation (4.3.5), the PDE reduces to

18α6ψββββ + 36α3ψ2
β + 36α3ψψββ − 6(m+ 1)α4ψαβ + 36k1ψ

+ 36k1αβψαβ − 36k1αψα + 18k1α
2ψαα + (m+ 1)2α3

+ 3(m+ 1)α3ψβ − 36k1βψβ + 18k1β
2ψβ = 0. (4.3.11)

Further applying the group method on the above equation, the symmetry gen-

erator is given by

G = α
∂

∂β
− (m+ 1)α

6

∂

∂ψ
,
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which leads to the similarity variables as

r = α, ψ = −(m+ 1)β

6
+ θ(r),

and the PDE (4.3.11) reduces to an ODE :

36k1r
2θ

′′ − 72k1rθ
′
+ 72k1θ + 3(m+ 1)2r3 = 0. (4.3.12)

After solving the above equation, we get

θ = C1r + C2r
2 − (m+ 1)2r3

24k1
,

where C1, C2 are constants and k1 ̸= 0.

Reverting back to original variables x, y, z, t, we get the exact solution of equa-

tion (4.1.3) given by

u(x, y, z, t) =
(m+ 1)2z2tm+1

36
− (m+ 1)2tm+1z2

72
+

(m+ 1)x

6

+ C2yt
2m+2

3 + C1t
m+1

3 − (m+ 1)2y2tm+1

24k1
. (4.3.13)

(ii) For generator (a.2), the similarity variables are given by

a = yz−1, b = ytm+1, c = −x+ m+ 1

4

(
z2 +

y2

k1

)
tm+1, u =

ϕ(a, b, c)

y
. (4.3.14)

Using equation (4.3.14) into equation (4.1.3), the reduced PDE is

b2ϕcccc + 2bϕ2
c + 2a3ϕa − 2k1aϕa + a4ϕaa + k1a

2ϕaa + 2k1ϕ

− 2k1bϕb + 2bϕϕcc + 2k1abϕab + k1b
2ϕbb = 0. (4.3.15)

Further, investigating the above equation for its invariance properties, the sym-

metry generators are

F1 =
a2

b

∂

∂a
,

F2 =
∂

∂c
.

We consider the similarity variables for generator F1 + F2 as follows:

α = b, β = cb−1 + a−1, ϕ = ψ(α, β). (4.3.16)
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Using equations (4.3.16) into equation (4.3.15), the reduced PDE is

ψββββ + 2αψ2
β + 4k1α

2βψβ + 2k1α
2ψ − 2k1α

3ψα + k1α
4ψαα

− 2k1α
3βψαβ + (α2 + 2αψ + k1α

2β2)ψββ = 0. (4.3.17)

On applying the group method on the above equation, the symmetry generators

are

G1 = −2α
∂

∂α
+ β

∂

∂β
+ α

∂

∂ψ
,

G2 =
1

α

∂

∂β
.

Now, the similarity variables for the generator G1 +G2 are obtained as

r = βα1/2 − α−1/2, ψ = −α
2
+ θ(r).

In view of these similarity variables, the equation (4.3.17) reduces to an ODE

4θ
′′′′

+ 8(θ
′
)2 + 7k1rθ

′
+ 8k1θ + 8θθ

′′
+ k1r

2θ
′′
= 0. (4.3.18)

Further analysis of equation (4.3.18) for Lie group invariance leads to the trivial

symmetries.

(iii) For generator (a.3), the similarity variables are as follows

α = x, β = t, γ = y2 + k1z
2, u = ϕ(α, β, γ). (4.3.19)

Using (4.3.19) in equation (4.1.3), the reduced PDE is

ϕαβ + 2βrϕ2
α + βmϕαααα + 4k1β

nϕγ + 4k1γβ
nϕγγ + 2βrϕϕαα = 0. (4.3.20)

Analyzing the above PDE for its invariance properties, the symmetry generators

are as follows:

L1 =
3β

m+ 1

∂

∂β
+ α

∂

∂α
− 2γ

∂

∂γ
+ ϕ

∂

∂ϕ
,

L2 = f(β)
∂

∂α
+
βf

′
(β)

2

∂

∂ϕ
,

L3 = β−m ∂

∂β
− (m+ 1)2γ

4k1

∂

∂α
− 2(m+ 1)γβn+1 ∂

∂γ
+ (m+ 1)βn+1ϕ

∂

∂ϕ
.
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For generator L1, the similarity variables are

a = αβ−m+1
3 , b = γ1/2β

m+1
3 , ϕ = β

m+1
3 ψ(a, b),

and PDE (4.3.20) reduces to

3bψaaaa + 6bψψaa + 3k1bψbb + 3k1ψb + 6bψ2
a + (m+ 1)b2ψab

− (m+ 1)abψaa = 0. (4.3.21)

Symmetry generator of equation (4.3.21) is

G1 =
∂

∂a
+
m+ 1

6

∂

∂ψ
,

and the similarity variables for generator G1 are as under

b = r, ψ =
(m+ 1)a

6
+ θ(r),

which lead to an ODE

k1rθ
′′
+ k1θ

′
+
r(m+ 1)2

18
= 0. (4.3.22)

The solution to equation (4.3.22) can be expressed as

θ(r) = −(m+ 1)2r2

72k1
+ C2 log r + C1.

where C1, C2 are arbitrary constants and k1 ̸= 0.

Reverting back to original variables x, y, z, t, we get the exact solution of equa-

tion (4.1.3) given by

u(x, y, z, t) =
(m+ 1)x

6
+ C1t

m+1
3 +

C2

2
t
m+1

3 log(y2 + k1z
2)

+
(m+ 1)C2

3
t
m+1

3 log t− (m+ 1)2

72k1
tm+1(y2 + k1z

2). (4.3.23)

For generator L2, the similarity variables are

a = β, b = γ, ϕ =
βf

′
(β)

2f(β)
α + ψ(a, b). (4.3.24)

Using (4.3.24) in equation (4.3.20), the reduced PDE is

4k1ba
nψbb + 4k1a

nψb +
f

′
(a)

2f(b)
+ a

f
′′
(a)

2f(b)
= 0. (4.3.25)
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After solving the equation (4.3.25) with the use of software MAPLE, we obtain

ψ =
ba−n

8k1f(a)

(
af

′′
(a) + f

′
(a)
)
+ g1(a) log b+ g2(a),

where g1(a), g2(a) and f(a) are arbitrary functions and k1 ̸= 0.

The exact solution of equation (4.1.3) is given by

u(x, y, z, t) =
xtf

′
(t)

2f(t)
+ g1(t) log(y

2 + k1z
2) + g2(t)

+
(y2 + k1z

2)t−n

8k1f(t)

(
tf

′′
(t) + f

′
(t)
)
. (4.3.26)

For generator L3 the similarity variables are

a = γβ2(m+1), b = −(m+ 1)

4k1
γβm+1 + α, ϕ = βm+1ψ(a, b),

and equation (4.3.20) reduces to

ψbbbb + 2ψ2
b + 2ψψbb + 4k1ψa + 4k1aψaa = 0. (4.3.27)

The symmetry generators of equation (4.3.27) are

G1 = 4a
∂

∂a
+ b

∂

∂b
− 2

∂

∂ψ
,

G2 =
∂

∂b
.

Next, we consider the similarity variables for generator G1 +G2 as

r = ba−1/4, ψ = a−1/2θ(r). (4.3.28)

Using equations (4.3.28) in equation (4.3.27), the PDE reduces to an ODE

4θrrrr + 8θθrr + 8θ2r + 4k1θ − 5k1rθr + k1r
2θrr = 0. (4.3.29)

Further analysis of the above ODE for its invariance properties, we find that it

admits only the trivial symmetries.

Subcase 2: For this subcase, the equations (4.3.3) reduce to

q1 = 0, q2 = 0, p(t) = −2c6.
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Using now the group infinitesimals as described in equations (4.2.2) we arrive at the

symmetry generators (b.1)− (b.3) as mentioned in Table 4.1.

We now present the similarity reductions and exact solutions for generators (b.1) −

(b.3) as follows:

(i) Similarity variables for the generator (b.1) are

a = xy−1/2, b = yz−1 c = t−1y
3
2
(m+1), u =

ϕ

y
. (4.3.30)

Using equation (4.3.30) in equation (4.1.3), the reduced PDE is given by

− 4(m+ 1)c4ϕac + 12ϕaaaa + 24ϕϕaa + 24ϕ2
a + 24b3ϕb + 12b4ϕbb

+ 24k1ϕ+ 21k1aϕa − 24k1bϕb − 15k1cϕc + 3k1a
2ϕaa − 12k1abϕab

− 6k1acϕac + 12k1b
2ϕbb + 12k1bcϕbc + 3k1c

2ϕcc = 0. (4.3.31)

On further, analyzing the invariance properties of the above equation, the sym-

metry generators obtained as follows:

F1 =
2b

c2
∂

∂b
− (

a

c2
+

2(m+ 1)c

3k1
)
∂

∂a
+

1

c

∂

∂c
+ (

2ϕ

c2
+

(m+ 1)2c4

9k1
)
∂

∂ϕ
,

F2 = (2 +
2a2

k1
)
∂

∂b
− a

b

∂

∂a
+
c

b

∂

∂c
+

2ϕ

b

∂

∂ϕ
,

F3 =
1

c

∂

∂a
+

(m+ 1)c2

6

∂

∂ϕ
, (4.3.32)

F4 =
b2

c2
∂

∂b
+

(m+ 1)c

3b

∂

∂a
− (m+ 1)2c4

18b

∂

∂ϕ
.

For further analysis from the point of view of reduction and exact solutions, we

consider only two cases of generators F3 and F4.

The similarity variables for generator F3 can be easily obtained as follows:

α = b, β = c, ϕ =
(m+ 1)c3a

6
+ ψ(α, β). (4.3.33)

Using (4.3.33) into (4.3.31), the PDE reduces to

36α4ψαα + 72α3ψα + 72k1ψ − 4(m+ 1)2β6 − 72k1αψα − 45k1βψβ

+ 36k1α
2ψαα + 36k1αβψαβ + 9k1β

2ψββ = 0. (4.3.34)
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After solving this equation by using software MAPLE, we get

ψ =
C1α

2

α2 + k1
+

C2α

α2 + k1
+

C3

24α2 + 24k1
+ C4β

2 + C5β
4 +

(m+ 1)2β6

18k1
− C3

24k1
,

where C1, C2, C3, C4, C5 are arbitrary constants and k1 ̸= 0.

Reverting back to original variables, the exact solution of (4.1.3) is given by

u(x, y, z, t) =
(m+ 1)

6
xt−m−1 +

C1y

y2 + k1z2
+

C2z

y2 + k1z2
+

C3z
2

24y(y2 + k1z2)

+ C4t
−2m−2

3 + C5yt
−4m−4

3 +
(m+ 1)2

18k1
y2t−2m−2 − C3

24k1y
. (4.3.35)

Similarity variables for generator F4 are

α = c, β =
(m+ 1)c3b−2

2
+ 3a, ϕ =

(m+ 1)2c6b−2

36
+ ψ(α, β). (4.3.36)

Using above equation in equation (4.3.31), the reduced PDE is

9k1α
2ψαα − 45k1αψα + 2(m+ 1)2α6 + 2916ψββββ + 648ψ2

β + 648ψψββ

+ 72k1β − 36(m+ 1)α4ψβα − 18k1βαψβα + 9k1β
2ψββ

+ 36(m+ 1)α3ψβ + 63k1βψβ = 0. (4.3.37)

The symmetry generator of equation (4.3.37) is

G =
1

α

∂

∂β
+
m+ 1

18
α2 ∂

∂ψ
.

Similarity variables for generator G are

r = α, ψ =
(m+ 1)α3β

18
+ θ(r).

Using these similarity variables in equation (4.3.37), the reduced ODE is

k1r
2θrr − 5k1rθr + 8k1θ = 0. (4.3.38)

On solving it, we can easily obtain

θ = C1r
2 + C2r

4,

where C1, C2 are arbitrary constants.

On reverting back the exact solution of equation (4.1.3) is given by

u(x, y, z, t) =
(m+ 1)2

18
z2t−2m−2 +

(m+ 1)

6
xt−m−1 + C1t

−2m−2
3 + C2yt

−4m−4
3 .

(4.3.39)
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(ii) Similarity variables for the generator (b.2) are

a = x, b = t, c = y2 + k1z
2, u = ϕ(a, b, c).

Using above equations in equation (4.1.3), the reduced PDE is given by

bmϕaaaa + ϕab + 2brϕ2
a + 4k1b

nϕc + 4k1cb
nϕcc + 2brϕϕaa = 0. (4.3.40)

The symmetry generators of equation (4.3.40) are

F1 = b−m
∂

∂b
,

F2 = f2(b)
∂

∂a
+
b−mf

′
2(b)

2

∂

∂ϕ
.

Now the similarity variables for the generator F2 are

α = b, β = c, ϕ =
x−m

2

f
′
2(b)

f2(b)
a+ ψ(α, β) = 0. (4.3.41)

Using equation (4.3.41) in equation (4.3.40), the reduced PDE is

4k1βα
nψββ + 4k1α

nψβ +
α−m

2

f
′′
2 (α)

f2(α)
− mα−m−1

2

f
′
2(α)

f2(α)
= 0. (4.3.42)

After solving the above PDE with the aid of software MAPLE, we get

ψ = − 1

8k1f2(α)

(
−mα−m−n−1f

′

2(α) + α−m−nf
′′

2 (α)
)
β + g1(α) log β + g2(α),

where g1(α), g2(α), f2(α) are arbitrary functions of α.

Reverting back to the original variables, the exact solution of equation (4.1.3)

is given by

u(x, y, z, t) =
t−m

2

f
′
2(t)

f2(t)
x+ g1(t) log(y

2 + k1z
2) + g2(t)

− (y2 + k1z
2)

8k1f2(t)

(
−mt−m−n−1f

′

2(t) + t−m−nf
′′

2 (t)
)
. (4.3.43)

(iii) Similarity variables for the generator (b.3) are

a = x, b = y, c = z, u = ϕ(a, b, c). (4.3.44)

Using equations (4.3.44) into equation (4.1.3), the PDE reduces to

ϕaaaa + 2ϕ2
a + k1ϕbb + ϕcc + 2ϕϕaa = 0, (4.3.45)
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which on solving by using software MAPLE gives

ϕ(a, b, c) = −6C2
2 tanh(C1 + C2a+ C3b+ C4c)

2 − 1

2C2
2

(C2
3k1 − 8C4

2 + C2
4),

where C1, C2, C3, C4 are arbitrary constants and C2 ̸= 0. On back substitution

the exact solution of equation (4.1.3) is given by

u(x, y, z, t) = −6C2
2 tanh(C1 + C2x+ C3y + C4z)

2 − 1

2C2
2

(C2
3k1 − 8C4

2 + C2
4).

(4.3.46)

Case 2: In this case the equation (4.3.1) gives

f(t) = At
3(2r−n+1)

2 (4.3.47)

On using equation (4.3.47) in equations (4.2.4)-(4.2.6), (4.2.8), (4.2.9), we get

q1(t) =
3A

4
(2r − n+ 1)t

4r−3n+1
2 ,

q2(t) = −3A

32
(6r − 5n+ 1)(4r − n+ 3)t

4r−5n−1
2 (z2 +

y2

k1
), (4.3.48)

p(t) = − 2A

2r − n+ 1
(r + 1)t

3
2
(2r−n+1) − (r + 1)c1 − 2At

3
2
(2r−n+1),

where r, n, c1, A are arbitrary constants and A ̸= 0.

Further, using equations (4.3.48) into equation (4.2.7), we arrive at the following

condition

A(n2 − (8r + 6)n+ 8r2 + 8r + 1) = 0,

which leads to one subcase

Subcase : n = 4r ± 2(
√
2r +

√
2) + 3, A ̸= 0

Using the equations (4.3.48) and (4.3.47) into equations (4.2.2), we obtain the sym-

metry generators (c.1)− (c.3) presented in Table 4.1.

Next, we give the similarity reductions and exact solutions for the generators (c.1)−

(c.3).

(i) For generator (c.1) the similarity variables are

a = yz−1, b = x, c = yt
−n−1

2 , u = y
−2r−2
n+1 ϕ(a, b, c). (4.3.49)
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Using equations (4.3.49) in equation (4.1.3), the PDE reduces to

c2ϕbbbb + k1c
2ϕcc + 2k1acϕac + k1a

2ϕaa + 2a3ϕa + a4ϕaa + 2c
2n−2r
n+1 ϕ2

b

+ 2c
2n−2r
n+1 ϕϕbb −

4(r + 1)

n+ 1
k1cϕc +

2k1(r + 1)

n+ 1

(2(r + 1)

n+ 1
+ 1
)
ϕ

− 4(r + 1)

n+ 1
k1aϕa −

n+ 1

2
c3ϕbc = 0. (4.3.50)

Further, symmetry generators of this equation are

F1 =
(a2
k1

+ 1
) ∂
∂a

+
c

a

∂

∂c
+
( 2 + 2r

a(n+ 1)

)
ϕ
∂

∂ϕ
,

F2 =
a

c

∂

∂a
− (n+ 1)c

4k1

∂

∂b
+

∂

∂c
+
( 2 + 2r

c(n+ 1)
ϕ+

(n+ 1)2c
2r+n+3

n+1

16k1

) ∂
∂ϕ
, (4.3.51)

F3 =
∂

∂b
.

For generator F1, the similarity variables are

α = b, β =
(
1 +

k1
a2

)−1
2
c−1, ϕ = c

2r+2
n+1 ψ(α, β).

Using the above equations in equation (4.3.50), the reduced PDE is

ψαααα + 2ψ2
α + 2ψψαα + k1β

4ψββ + k1β
3ψβ − (r + 1)ψα −

(n+ 1)β

2
ψαβ = 0.

(4.3.52)

The symmetry generator for this PDE is

G1 =
∂

∂α
,

and the similarity variable is

r = β, ψ = θ(r).

As a consequence, the equation (4.3.52) reduces to an ODE

k1r
4θ

′′
(r) + k1r

3θ
′
(r) = 0,

which on solving, leads to

θ(r) = C1 log(r) + C2,
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where C1, C2 are arbitrary constants.

Once again, reverting back to original variables, the exact solution of equation

(4.1.3) is given by

u(x, y, z, t) = t−r−1

[
− C1

2
log
(
1 +

k1z
2

y2

)
− C1 log(y) +

(n+ 1)

2
C1 log(t) + C2

]
. (4.3.53)

(ii) For generator (c.2), the similarity variables are

a = x, b = y2 + k1z
2, c = t, u = ϕ(a, b, c).

Using the above equation in equation (4.1.3), the reduced PDE is

ϕaaaa + 2cr+1ϕ2
a + 2cr+1ϕϕaa + cϕac + 4k1c

n+1ϕb + 4k1c
n+1bϕbb = 0. (4.3.54)

Further analyzing the invariance properties of the above PDE, the symmetry

generators are

F1 = f(c)
∂

∂a
+
t−r

2
f

′
(c)

∂

∂ϕ
,

F2 = b
∂

∂b
+

c

n+ 1

∂

∂c
−
( r + 1

n+ 1

)
ϕ
∂

∂ϕ
.

The similarity variables for generator F1 are given by

α = b, β = c, ϕ =
c−ra

2

f
′
(c)

f(c)
+ ψ(α, β).

Using the above equations into equation (4.3.54), the reduced PDE is

4k1β
n+1ψα + 4k1αβ

n+1ψαα −
rβ−r

2

f
′
(β)

f(β)
+
β−r+1

2

f
′′
(β)

f(β)
= 0. (4.3.55)

After solving the above equation using software MAPLE, we get

ψ(α, β) = g(β) ln(α) + h(β) +
α

8k1f(β)

(
rβ−n−r−1f

′
(β)− β−n−rf

′′
(β)
)
,

where g(β), h(β), f(β) are arbitrary functions.

Reverting back to original variables the exact solutions of equation (4.1.3) is

given by

u(x, y, z, t) =
xt−r

2

f
′
(t)

f(t)
+ g(t) ln(y2 + k1z

2) + h(t)

+
y2 + k1z

2

8k1f(t)

(
rt−n−r−1f

′
(t)− t−n−rf

′′
(t)
)
. (4.3.56)
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For generator F2 the similarity variables are given by

α = a, β = bc−n−1, ϕ = c−r−1ψ(α, β).

Using this equation in equation (4.3.54), the PDE reduces to

ψαααα + 2ψψαα + 2ψ2
α − (n+ 1)βψαβ − (r + 1)ψα + 4k1ψβ + 4k1βψββ = 0.

(4.3.57)

Investigating the invariance properties of the reduced PDE (4.3.57), the sym-

metry generator is

G1 =
∂

∂α
,

and similarity variable is

r = β, ψ = θ(r).

The PDE (4.3.57) reduces to

4k1rθ
′′
(r) + 4k1θ

′
(r) = 0.

On solving it, we get

θ(r) = C1 + C2 ln(r),

where C1, C2 are arbitrary constants.

Reverting back to original variables, the exact solutions of equation (4.1.3) is

given by

u(x, y, z, t) = C1t
−r−1 + C2t

−r−1 log(y2 + k1z
2)− (n− 1)C2t

−r−1 log(t).

(4.3.58)

Case 3: In this case (c1 = 0) equation (4.3.1) gives

f(t) = A+Bt−
5m
2

− 3n
2
+3r−1, (4.3.59)
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where A,B are arbitrary constants.

On using equation (4.3.59) in equations (4.2.4)-(4.2.6), (4.2.8), (4.2.9), we get

q2(y, z, t) =
B(4r − 3m− n)

32(2r −m− n)
(−5m− 2 + 6r − 3n)(6r − 4− 5m− 5n)t−

5m
2 − 5n

2 +2r−3
(
z2 +

y2

k1

)
,

q1(t) =
B

4
(−5m− 3n+ 6r − 2)t

5m
2 + 3n

2 −2r+2, (4.3.60)

p(t) =
(m− 3r − 2)A

m+ 1
+
( 2(m− r)B

2r −m− n
− 2B

)
t−

5m
2 − 3n

2 +3r−1,

where m,n, r are arbitrary constants.

Further, using equation (4.3.59) into equation (4.2.7), we arrive at the following con-

dition

B(6r − 2− 5m− 3n)(32r2 − 24r − 52mr − 36nr + 16m+ 20m2

+ 28mn+ 8n+ 8n2) = 0.

From above equation we take up the special subcase B = 0.

For B = 0, equation (4.3.59) and (4.3.60) reduce to

f(t) = A, q1 = 0 q2 = 0, p(t) =
(m− 3r − 2)A

m+ 1
. (4.3.61)

Using the equations (4.3.61) into equations (4.2.2), we obtain the symmetry genera-

tors (d.1)− (d.2) given in Table 4.1.

Now, we present the similarity reductions and particular solutions for the generators

(d.1)− (d.2).

(i) Similarity variables for generator (d.1) are

a = xy
−2(m+1)
3n+m+4 , b = yz−1, c = ty

−6
3n+m+4 , u = y

2(m−3r−2)
3n+m+4 ϕ(a, b, c). (4.3.62)
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Using equation (4.3.62) in equation (4.1.3), the PDE (4.1.3) reduces to

ϕac + 2crϕ2
a + 2crϕϕaa + cmϕaaaa + 2b3cnϕb + b4cnϕbb

+ k1

[
2m− 6r − 4

3n+m+ 4

(2m− 6r − 4

3n+m+ 4
− 1
)
cnϕ+ 2bcn

2m− 6r − 4

3n+m+ 4
ϕb

− acn
( 4(m+ 1)

3n+m+ 4

)(2m− 6r − 4

3n+m+ 4

)
ϕa −

12(2m− 6r − 4)

3n+m+ 4
cn+1ϕc + b2cnϕbb

− 4(m+ 1)

3n+m+ 4
abcnϕab −

6bcn+1

3n+m+ 4
ϕcb +

2(m+ 1)

3n+m+ 4

( 2m+ 2

3n+m+ 4
+ 1
)
acnϕa

+
4(m+ 1)2

(3n+m+ 4)2
b2cnϕaa +

6

3n+m+ 4

( 6

3n+m+ 4
+ 1
)
cn+1ϕc

− 6bcn+1

3n+m+ 4
ϕbc +

24(m+ 1)

(3n+m+ 4)2
bcn+1ϕac+

36

(3n+m+ 4)2
cn+2ϕcc

]
= 0.

(4.3.63)

Due to highly complex nature of nonlinear PDE (4.3.63), we leave it as it is,

though, theoretically, one may seek the invariance of equation (4.3.63) under

one-parameter Lie group of transformations. More specifically, the tedious cal-

culations involved have kept us from its further analysis.

(ii) Similarity variables for generator (d.2) are

α = x, β = y2 + k1z
2, γ = t, u = ϕ. (4.3.64)

On using (4.3.64) in equation (4.1.3), the reduced PDE is given by

ϕαγ + 2trγϕ2
α + 2trγϕϕαα + tmγϕαααα + 4k1t

nγϕβ + 4k1βt
nγϕββ = 0. (4.3.65)

Symmetry generators for equation (4.3.65) are

F1 = β
∂

∂β
+

m

m+ 3n

∂

∂α
+

3γ

m+ 3n

∂

∂γ
+
m− 3r

m+ 3n
ϕ
∂

∂ϕ
,

F2 = f(γ)
∂

∂α
+
γ−r

2
f

′
(γ)

∂

∂ϕ
. (4.3.66)

As the method of reduction of PDE (4.3.65) is similar for both generators given

in equation (4.3.66). So, we restrict ourselves to generator F2 only.

Similarity variables for generators F2 are

a = β, b = γ, ϕ =
γ−rf

′
(γ)

2f(γ)
α+ ψ(a, b). (4.3.67)
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Using equations (4.3.67) in equation (4.3.65), we have

−rb
−r−1

2

f
′
(b)

f(b)
+
b−r

2

f
′′
(b)

f(b)
+ 4k1b

nψa + 4k1ab
nψaa = 0. (4.3.68)

On solving equation (4.3.68), we get

ψ(a, b) = h1(b) log(a) + h2(b) +
a

8k1f(b)

(
rb−n−r−1f

′
(b)− b−n−rf

′′
(b)
)
,

where f(b), h1(b), h2(b) are arbitrary functions and k1 ̸= 0, f(b) ̸= 0.

The exact solution of equation (4.1.3) is given by

u(x, y, z, t) =
t−rx

2

f
′
(t)

f(t)
+ h1(t) log(y

2 + k1z
2)

+
(y2 + k1z

2)t−n−r

8k1f(t)

(
rt−1f

′
(t)− f

′′
(t)
)
+ h2(t). (4.3.69)

4.4 Discussion

The invariance properties of the (3+1) dimensional Kadomtsev-Petviashvilli (KP)

equation with variable coefficients and an arbitrary nonlinear term have been success-

fully analyzed by using the classical Lie symmetry method. The obtained symmetry

algebra of equation (4.1.3) is infinite-dimensional. For the admissible forms of the

variable coefficients, a number of governing equations have been derived, in general.

For the sake of illustration, from the point of view of dimensional reductions of KP

equation and derivation of exact solutions, we have taken, for example, the variable

coefficients as power functions of ‘t’, although there is tremendous scope of experi-

menting with various other physically relevant forms of the variable coefficients. The

symmetry generators for all the possible considered cases, subcases have been shown

in Table 4.1. In the process of dimensional reductions of the KP equation, we have

exploited the invariance of reduced nonlinear partial differential equations and have

reported various Lie group generators. However, for the purpose of demonstration

and exact solutions, we have confined ourselves to few generators only, while leaving

the scope of further reductions/exact solutions in the future study.
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Chapter 5

Lie symmetries of the

Gilson-Pickering equation with

time dependent coefficients

5.1 Introduction

In 1995, Claire Gilson and Andrew Pickering proposed a model, named Gilson-

Pickering equation [15] of the form

ut − ϵuxxt + 2κux − uuxxx − αuux − βuxuxx = 0, (5.1.1)

where ϵ, α, β, κ are real arbitrary constants. They investigated this equation for its

Painlève analysis and provided the traveling wave solutions. This equation includes

many other nonlinear equations for special values of parameters, viz.,

(i) Fornberg-Whitham equation [12], for ϵ = 1, α = −1, β = 3, κ = 1/2,

(ii) Rosenau-Hyman equation [84], for ϵ = 0, α = 1, β = 3, κ = 0, and

(iii) Fuchssteiner-Fokas-Camassa-Holm equation [86], for ϵ = 1, α = −1, β = 2.
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Many authors have investigated this equation using different techniques. Wang and

Li [19] investigated the class of third-order nonlinear equation using factorization

method, in which they include equation (5.1.1) as a special case. Some exact explicit

solutions were proposed by Aslan [41] using division theorem. Tang et al. [17] have

presented the periodic solutions and solitary patterns for the generalized Gilson-

Pickering equation. Ebadia et al. [32] have employed the invariance and multiplier

approach and furnished the soliton solutions and conservation laws for the equation

(5.1.1). The bifurcations of traveling wave solutions for equation (5.1.1) were provided

by Chen et al. in [7]. Irshad and Din [9] have introduced some exponential and

hyperbolic function solutions of equation (5.1.1), using the Tanh-Coth method. New

complex soliton solutions of (5.1.1) were introduced by Baskonus [35] using Bernoulli

sub-equation function method. Symmetry reductions were proposed by Clarkson et

al. [75] by utilizing the classical Lie method and nonclassical method. Fan et al.

[100] have investigated some other solitary wave and traveling wave solutions using

simplified G′/G-expansion method.

In view of equation (5.1.1), we generalize it as follows:

ut − a(t)uxxt + b(t)ux − uuxxx − c(t)uux − d(t)uxuxx = 0, (5.1.2)

where a(t), b(t), c(t), d(t) are arbitrary functions of t. The chapter is structured as fol-

lows: In section 5.2, we established the symmetries of the equation (5.1.2). In section

5.3, we have presented the similarity reductions for each form of the variable coeffi-

cients and proposed some exact solutions. Also, we furnished the ordinary differential

equations which admit the trivial symmetries. Thus in section 5.4, we present the

power series solutions of the reduced ordinary differential equations alongwith their

convergence. The concluding remarks are provided in section 5.5.

5.2 Symmetry Analysis

In the present section, we introduce the symmetry analysis of the equation (5.1.2) by

employing the classical Lie symmetry method. Consider the one-parameter Lie group
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of point transformations under which equation (5.1.2) remains invariant of the form

[44]

x∗ = x+ ϵξ(t, x, u) +O(ϵ2),

t∗ = t+ ϵη(t, x, u) +O(ϵ2), (5.2.1)

u∗ = u+ ϵζ(t, x, u) +O(ϵ2),

where ϵ is a group parameter and ξ, η, ζ are the group infinitesimals of the Lie point

transformations acting on the space of independent and dependent variables. On

using the group of point transformations (5.2.1) in equation (5.1.2), and equating

the coefficients of various partial derivatives of u with respect to the independent

variables x and t, we obtain the following list of determining equations

(i) ξu = 0, ηu = 0, ηx = 0, ζuu = 0,

(ii) −2d(t)ζxu + d(t)ξxx = 0,

(iii) −2a(t)ζxu + a(t)ξxx = 0,

(iv) −uηt − a(t)uζxxu + a(t)ξt + 3uξx − ζ = 0,

(v) ζt − a(t)ζxxt + b(t)ζx − uζxxx − c(t)uζx = 0,

(vi) a(t)uηt + 2a(t)uξx − a
′
(t)uη − a2(t)ξt + a(t)ζ − 3a(t)uξx = 0,

(vii) −a(t)ζut + 2a(t)ξxt − 3uζxu + 3uξxx − d(t)ζx = 0,

(viii) −uηd′
(t)− ud(t)ζu − a(t)d(t)ξt + d(t)ζ = 0,

(ix) −uξt−2ua(t)ζxtu+a(t)uξxxt+2b(t)uξx−3u2ζxxu+u
2ξxxx−c

′
(t)u2η−2c(t)u2ξx−

d(t)uζxx − b(t)ζ + b(t)a(t)ξt − c(t)a(t)uξt + b
′
(t)uη = 0.

On solving these linear partial differential equations involving variable coefficients,

we come across the following two cases:
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Case 1: When d
′
(t) ̸= 0, the symmetries of equation (5.1.2) are as follows

ξ =

∫
c1
a(t)

dt+ c2,

ζ = c1, (5.2.2)

η = 0,

alongwith the relation c(t) = − 1
a(t)

, a(t) ̸= 0.

Case 2: When d(t) is constant, the symmetries of the equation (5.1.2) are given by

ξ =

(∫
c3
a(t)

dt+ c4

)
x+ c6 − c3

∫ (
1

a(t)

∫
b(t)dt

)
dt+

∫
c5
a(t)

dt,

η = 2a(t)

∫ (
1

a(t)

∫
c3
a(t)

dt+ c4

)
dt− a(t)

∫
c2
a(t)

dt+ c1a(t), (5.2.3)

ζ =
(
c2 − c4 −

∫
c3
a(t)

dt
)
u+ c3x− c3

∫
b(t)dt+ c5,

where c1, c2, c3, c4, c5, c6 are arbitrary constants and arbitrary coefficients a(t), b(t) and

c(t) are governed by the following equations

2c3

∫
1

a(t)
dt+ 2c4 − c1a

′
(t)− 2a

′
(t)

∫
1

a(t)

(∫
c3
a(t)

dt+ c4

)
dt+ a

′
(t)

∫
c2
a(t)

dt = 0,

(5.2.4)

3b(t)

∫
c3
a(t)

dt+ 3c4b(t)− c2b(t) + c1b
′
(t)a(t)− a(t)b

′
(t)

∫
c2
a(t)

dt

+ 2a(t)b
′
(t)

∫
1

a(t)

(∫
c3
a(t)

dt+ c4

)
dt = 0, (5.2.5)

a(t) = − 1

c(t)
. (5.2.6)

Since the explicit forms of the variable coefficients can not be worked out, therefore,

the further process is illustrated by taking some special forms of these coefficients.

Subcase 1: Let a(t) = k1t
m, and on solving the equations (5.2.4)-(5.2.6), we get

m = 2/3,

c1 = 0,

c2 = c4.
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and the forms of variable coefficients are

a(t) = k1t
2/3,

c(t) = −t
−2/3

k1
,

d(t) = 3, (5.2.7)

b(t) = At−2/3(3c3t
1/3 + k1c2)

−1.

Therefore, the equations (5.2.3) reduce to

ξ =
3c3
k1
t1/3x++c2x+ c6 +

3c5
k1
t1/3 − A

k1

(
3 log(3c3t

1/3 + c2k1)− 3t1/3

+
c2k1
c3

log(3c3t
1/3 + c2k1)−

c2k1
c3

)
η =

9c3
k1
t4/3 + 3c2t (5.2.8)

ζ = −3c3
k1
t1/3u+ c3x− A log(3c3t

1/3 + c2k1) + c5, c3 ̸= 0.

For the forms of infinitesimals, we take the particular case as follows:

Let c2 = 0, then we have, b(t) = At−1, and the infinitesimals are

ξ =
3c3
k1
t1/3x+ c6 +

3c5
k1
t1/3 − c3A

k1

(
3t1/3 log t− 9t1/3

)
,

η =
9c3
k1
t4/3, (5.2.9)

ζ = −3c3
k1
t1/3u+ c3x− c3A log t+ c5, c3 ̸= 0.

Subcase 2: Let a(t) = k1e
mt, and on solving the equations (5.2.4)-(5.2.6), we get

the forms of variable coefficients as follows:

b(t) = e
m
2
t,

c(t) = − 1

k1
e−mt, (5.2.10)

d(t) = 3,

and the associated infinitesimals are

ξ =
c2
4
x+ c6 −

c5
mk1

e−mt,

η =
c2
2m

, (5.2.11)

ζ =
3c2
4
u+ c5.
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Subcase 3: Let a(t) = 1
k1t+k2

, and on solving the equations (5.2.4)-(5.2.6), we get

the forms of variable coefficients as follows:

b(t) = A(k1t+ k2)
− 3

2 ,

c(t) = −(k1t+ k2), d(t) = 3, (5.2.12)

therefore, the infinitesimals are

ξ = −c1k1
2k22

x+ c6 + c5

(
k1t

2

2
+ k2t

)
,

η =
c1k1(k1t

2 + 2k2t) + c1k
2
2

k22(k1t+ k2)
, (5.2.13)

ζ = −5c1k1
2k22

u+ c5.

5.3 Similarity reductions and Exact solutions

In this section, we establish the similarity reductions and exact solutions of the equa-

tion (5.1.2) for each considered case in the previous section. The similarity variables

are obtained by solving the characteristic equations

dx

ξ
=
dt

η
=
du

ζ
, (5.3.1)

where ξ, η, ζ are given by equations (5.2.2), (5.2.9), (5.2.11), and (5.2.13).

On solving the characteristic equations (5.3.1), we get the similarity variables corre-

sponding to infinitesimals (5.2.2) as

β = t,

u =
c1x∫

c1
a(t)

dt+ c2
+ F (β) (5.3.2)

and equation (5.1.2) reduces to an ordinary differential equation

F
′
(β) +

c1
a(β)

∫
c1
a(β)

dβ + c2
F (β) +

c1b(β)∫
c1
a(β)

dβ + c2
= 0. (5.3.3)

On solving this equation, we have

F (β) = −
c1
∫
b(β)dβ∫

c1
a(β)

dβ + c2
+

c3∫
c1
a(β)

dβ + c2
, (5.3.4)
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where c1, c2, c3 are arbitrary constants.

Reverting back to original variables x, t, the exact solution of equation (5.1.2) is

u(x, t) =
c1x∫

c1
a(t)

dt+ c2
−

c1
∫
b(t)dt∫

c1
a(t)

dt+ c2
+

c3∫
c1
a(t)

dt+ c2
. (5.3.5)

Case 1: Herein, we are taking the following particular subcases for the infinitesimals

(5.2.9).

Subcase 1: Similarity variable corresponding to parameter c3 is

θ = xt−1/3 − At−1/3 log t,

u =
k1A

3

(
xt−1/3 − t−1/3 log t

)
+ t−1/3F (θ). (5.3.6)

Using equations (5.3.6) in equation (5.1.2), we get the reduced ODE as follows:

FF
′ − 3k1F

′
F

′′
+ k21F

′′′ − k1FF
′′′
= 0. (5.3.7)

In order to solve this ODE, we consider the following transformation

F
′
= U, (5.3.8)

thus equation(5.3.7), reduces to second-order ODE as follow:

k1(k1 − θ)(UU
′′
+ (U

′
)2)− 3k1UU

′
+ θ = 0. (5.3.9)

On solving this ODE with the help of software MAPLE, we obtain

dF

dθ
= ±

√
3
√
k1(12c7k31 − 24c7k21θ + 12c7k1θ2 − 4k1θ3 + 3θ4 − 12c8k1)

6k1(k1 − θ)
. (5.3.10)

From this equation, we can workout F (θ) by integration.

Subcase 2: Similarity variables corresponding to parameters c3, c5, c6 are given by

θ = xt−1/3 +
c6k1
6c3

t−2/3 +
c5
c3
t−1/3 − At−1/3 log t,

u =
k1x

3
t−1/3 +

c6k
2
1

9c3
t−2/3 +

k1c5
3c3

t−1/3 − Ak1
3
t−1/3 log t+ yt−1/3F (θ) (5.3.11)

Using this equation in equation (5.1.2), we get the reduced ordinary differential equa-

tion as follows:

−FF ′′′
+ Ak1F

′′′ − 3F
′
F

′′
+

1

k1
FF

′ − c6k
2
1

27c3
= 0. (5.3.12)
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Software MAPLE, reduces this equation to the second order ODE

Ak1F
′′ − FF

′′ − (F
′
)2 +

1

2k1
F 2 − c6k

2
1

27c3
θ +B = 0, (5.3.13)

where B is an arbitrary constant.

The ODE (5.3.13) is further analyzed for its invariance analysis using the Group

method, and we found that it admits the trivial symmetries only. Therefore, we

adopt the power series method to construct the further solutions of equation (5.3.13)

in the next section.

Case 2: In this case, we give the similarity variables corresponding to symmetries

(5.2.11).

Subcase 1: Similarity variables corresponding to parameter c5 are

θ = t,

u = −mk1xemt + F (θ), (5.3.14)

and equation (5.1.2) reduces to

F
′
(θ)−mF (θ)−mk1e

3m
2
θ = 0, (5.3.15)

which yields

F (θ) = αemθ + 2k1e
3m
2
θ, (5.3.16)

where α is an arbitrary constant.

The exact solution of equation (5.1.2) is given by

u = −mk1xemt + αemt + 2k1e
3m
2
t. (5.3.17)

Subcase 2: Similarity variables corresponding to parameter c2 are

θ = xe−
m
2
t,

u = e
3m
2
tF (θ), (5.3.18)

and equation (5.1.2) reduces to an ODE

3m

2
F − m

2
θF

′ − mk1
2
F

′′
+
k1m

2
θF

′′′
+ F

′ − FF
′′′
+

1

k1
FF

′ − 3F
′
F

′′
= 0. (5.3.19)
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Since this ODE also admits only the trivial symmetries, therefore, for the sake of

exact solutions, we apply the power series method on this ODE.

Case 3: In this case, we present the similarity variables corresponding to symmetries

(5.2.13).

Subcase 1: Similarity variables corresponding to parameter c5 are

θ = t,

u =
2x

k1t2 + 2k2t
+ F (θ), (5.3.20)

and equation (5.1.2) reduces to

F
′
(θ)− 2(k1θ + k2)

(k1θ2 + 2k2θ)
F (θ) +

2(k1θ + k2)
−3/2

(k1θ2 + 2k2θ)
= 0,

which yields

F (θ) =
4(k1θ + k2)

−1/2

k1θ(k1θ + 2k2)
+

β

θ(k1θ + 2k2)
, (5.3.21)

where β is an arbitrary constant.

The exact solution of equation (5.1.2) is given by

u =
2x

k1t2 + 2k2t
+

4(k1t+ k2)
−1/2

k1t(k1t+ 2k2)
+

β

t(k1t+ 2k2)
. (5.3.22)

Subcase 2: Similarity variables corresponding to parameter c1 are

θ = x(k1t+ k2)
1/2,

u = (k1t+ k2)
−5/2F (θ), (5.3.23)

and equation (5.1.2) reduces to an ODE

−5k1
2
F +

k1
2
θF

′
+

3k1
2
F

′′ − k1
2
θF

′′′
+ AF

′ − FF
′′′
+ FF

′ − 3F
′
F

′′
= 0. (5.3.24)

Since the non-trivial symmetries could not be found out, we apply the power series

method on this ODE and present the power series solution in the next section.

5.4 Power series solutions

In this section, we will present the exact series solutions of the reduced ODEs (5.3.13),

(5.3.19), and (5.3.24) by utilizing the power series method.
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Case 1: Consider the power series solution of equation (5.3.13) in the form

F =
∞∑
n=0

anθ
n, (5.4.1)

substituting the equation (5.4.1) into (5.3.13), we have

Ak1

∞∑
n=0

(n+ 1)(n+ 2)an+2θ
n −

∞∑
n=0

anθ
n

∞∑
n=0

(n+ 1)(n+ 2)an+2θ
n − c6k

2
1

27c3
θ

−
( ∞∑

n=0

(n+ 1)an+1θ
n

)2

+
1

2k1

( ∞∑
n=0

anθ
n

)2

+B = 0, (5.4.2)

which is further equivalent to

Ak1

∞∑
n=0

(n+ 1)(n+ 2)an+2θ
n −

∞∑
n=0

n∑
i=0

(n− i+ 1)(n− i+ 2)aian−i+2θ
n − c6k

2
1

27c3
θ

−
∞∑
n=0

n∑
i=0

(i+ 1)(n− i+ 1)ai+1an−i+1θ
n +

1

2k1

∞∑
n=0

n∑
i=0

aian−iθ
n +B = 0, (5.4.3)

Next, on comparing the coefficients of θn, n = 0, 1, we have

a2 =
1

2Ak1 − 2a0

(
a21 −

1

2k1
a20 −B

)
= 0, (5.4.4)

a3 =
1

6Ak1 − 6a0

(
6a1a2 −

a0a1
k1

+
c6k

2
1

27c3

)
= 0, (5.4.5)

where a0, a1 are arbitrary constants.

For n ≥ 2, we have the general recurrence relation as follows:

an+2 =
1

(n+ 1)(n+ 2)(Ak1 − a0)

[ n∑
i=0

(i+ 1)(n− i+ 1)ai+1an−i+1 −
1

2k1

n∑
i=0

aian−i

+
n∑
i=1

(n− i+ 2)(n− i+ 1)aian−i+2

]
= 0. (5.4.6)

Therefore, it implies that there exists a power series solution of equation (5.3.13).

Next, we have to prove the convergence of the series. Let

|an+2| ≤M

[
n∑
i=0

|ai||an−i|+
n∑
i=0

|ai+1||an−i+1|+
n∑
i=1

|ai||an−i+2|

]
, (5.4.7)

where M=max

(
1

|2k1(Ak1−a0)| ,
1

|Ak1−a0|

)
.

Let us define the series

µ = P (θ) =
∞∑
n=0

pnθ
n, (5.4.8)
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p0 = |a0| = |δ|, p1 = |a1| = |λ|, p2 = |a2| and so on. Therefore,

pn+2 =M

[
n∑
i=0

pipn−i +
n∑
i=0

pi+1pn−i+1 +
n∑
i=1

pipn−i+2

]
, n = 2, 3, . . . (5.4.9)

Hence, this can be easily seen that |an| ≤ pn, n = 0, 1, 2, . . . or in other words, we

can say that the series (5.4.8) is a dominant series of series (5.4.1). Next, we have to

prove that the series (5.4.8) has positive radius of convergence.

p(θ) = p0 + p1θ + p2θ
2 + p3θ

3 +
∞∑
n=2

pn+2θ
n+2,

= p0 + p1θ + p2θ
2 + p3θ

3 +M

[
∞∑
n=2

n∑
i=0

pipn−iθ
n+2 +

∞∑
n=2

n∑
i=0

pi+1pn−i+1θ
n+2

+
∞∑
n=2

n∑
i=1

pipn−i+2θ
n+2

]
, (5.4.10)

Further, by some mathematical calculations, we can deduce that

p(θ) = p0 + p1θ + p2θ
2 + p3θ

3 +M [2P 2 + θ2P 2 − (p1θ + 4p0)P − 2p20

− p0p1θ − p21θ
2 − (3p1p2 + 2p0p1)θ

3]. (5.4.11)

Next, consider the implicit functional equation [99] as follows:

G(θ, µ) = µ− p0 − p1θ − p2θ
2 − p3θ

3 −M [2µ2 + θ2µ2 − (p1θ + 4p0)µ− 2p20

− p0p1θ − p21θ
2 − (3p1p2 + 2p0p1)θ

3]. (5.4.12)

Since G is analytic in the (θ, µ)-plane and G(θ, p0) = 0 and

G
′
(0, p0) = 1 ̸= 0. (5.4.13)

Thus, we see that µ = P (θ) is analytic in the neighborhood of the point (0, p0) of

the plane and has a positive radius of convergence. Therefore, we conclude that the

series (5.4.1) converges in the neighborhood of the point (0, p0) of the plane. Hence,

the proof is completed.
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The power series solution of (5.3.13) can be written as

F (θ) = a0 + a1θ + a2θ
2 + a3θ

3 +
∞∑

n=2

an+2θ
n+2,

= a0 + a1θ +
1

2(Ak1 − a0)

(
a21 −

1

2k1
a20 −B

)
θ2 +

1

6(Ak1 − a0)

(
6a1a2 −

a0a1
k1

+
c6k

2
1

27c3

)
θ3

+
∞∑

n=2

1

(n+ 1)(n+ 2)(Ak1 − a0)

[ n∑
i=0

(i+ 1)(n− i+ 1)ai+1an−i+1 −
1

2k1

n∑
i=0

aian−i

+

n∑
i=1

(n− i+ 2)(n− i+ 1)aian−i+2

]
θn+2, (5.4.14)

where a2 and a3 are given in equations (5.4.4) and (5.4.5) respectively. The exact

explicit solution can be obtained by substituting the equations (5.4.14) in equations

(5.3.11).

Case 2: Substituting equation (5.4.1) in equation (5.3.19), we have

3m

2

∞∑
n=0

anθ
n − mθ

2

∞∑
n=1

nanθ
n−1 − mk1

2

∞∑
n=2

n(n− 1)anθ
n−2 +

k1mθ

2

∞∑
n=3

n(n− 1)(n− 2)anθ
n−3

+
∞∑

n=1

nanθ
n−1 −

∞∑
n=0

anθ
n

∞∑
n=3

n(n− 1)(n− 2)anθ
n−3 +

1

k1

∞∑
n=0

anθ
n

∞∑
n=1

nanθ
n−1

− 3
∞∑

n=1

nanθ
n−1

∞∑
n=2

n(n− 1)anθ
n−2 = 0, (5.4.15)

which is further equivalent to

3m

2
a0 +

3m

2

∞∑
n=1

anθ
n −mk1a2 −

m

2

∞∑
n=1

nanθ
n − mk1

2

∞∑
n=1

(n+ 1)(n+ 2)an+2θ
n

+ a1 +
mk1
2

∞∑
n=1

n(n+ 1)(n+ 2)an+2θ
n +

∞∑
n=1

(n+ 1)an+1θ
n − 6a0a3 +

a0a1
k1

− 6a1a2

−
∞∑

n=1

n∑
i=0

(n− i+ 1)(n− i+ 2)(n− i+ 3)aian−i+3θ
n +

1

k1

∞∑
n=1

n∑
i=0

(n− i+ 1)aian−i+1θ
n

− 3
∞∑

n=1

n∑
i=0

(n− i+ 1)(n− i+ 2)(i+ 1)ai+1an−i+2θ
n = 0. (5.4.16)

Next, on comparing the coefficients of θn, n = 0, we get

a3 =
1

6a0

(3m
2
a0 −mk1a2 + a1 +

a0a1
k1

− 6a1a2

)
. (5.4.17)
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For n≥ 1, the general recurrence relation is as follows:

an+3 =
1

(n+ 1)(n+ 2)(n+ 3)a0

(3m
2
an −

m

2
nan + (n+ 1)an+1

− mk1
2

(n+ 1)(n+ 2)an+2 +
mk1
2
n(n+ 1)(n+ 2)an+2

−
n∑
i=1

(n− i+ 1)(n− i+ 2)(n− i+ 3)aian−i+3 +
1

k1

n∑
i=0

(n− i+ 1)aian−i+1

− 3
n∑
i=0

(n− i+ 1)(n− i+ 2)(i+ 1)ai+1an−i+2

)
. (5.4.18)

Therefore, it implies that there exists a power series solution of the equation (5.3.19).

Thus, the power series solution of equation (5.3.19) can be expressed as:

F (θ) = a0 + a1θ + a2θ
2 + a3θ

3 +
∞∑
n=1

an+3θ
n+3

= a0 + a1θ + a2θ
2 +

1

6a0

(3m
2
a0 −mk1a2 + a1 +

a0a1
k1

− 6a1a2

)
θ3

+
∞∑
n=1

(
1

(n+ 1)(n+ 2)(n+ 3)a0

(3m
2
an −

m

2
an + (n+ 1)an+1

− mk1
2

(n+ 1)(n+ 2)an+2 − 6a1a2 +
mk1
2
n(n+ 1)(n+ 2)an+2

−
n∑
i=1

(n− i+ 1)(n− i+ 2)(n− i+ 3)aian−i+3 +
1

k1

n∑
i=0

(n− i+ 1)aian−i+1

−
n∑
i=0

(n− i+ 1)(n− i+ 2)(i+ 1)ai+1an−i+2

))
θ4. (5.4.19)

Case 3: Using equation (5.4.1) in equation (5.3.24), we have

− 5k1
2

∞∑
n=0

anθ
n +

k1θ

2

∞∑
n=1

nanθ
n−1 +

3k1
2

∞∑
n=2

n(n− 1)anθ
n−2 − k1θ

2

∞∑
n=3

n(n− 1)(n− 2)anθ
n−3

+A
∞∑

n=1

nanθ
n−1 −

∞∑
n=0

anθ
n

∞∑
n=3

n(n− 1)(n− 2)anθ
n−3 +

∞∑
n=0

anθ
n

∞∑
n=1

nanθ
n−1

− 3

∞∑
n=1

nanθ
n−1

∞∑
n=2

n(n− 1)anθ
n−2 = 0, (5.4.20)
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which is further equivalent to

− 5k1
2

a0 −
5k1
2

∞∑
n=1

anθ
n +Aa1 + 3k1a2 +

k1
2

∞∑
n=1

nanθ
n +

3k1
2

∞∑
n=1

(n+ 1)(n+ 2)an+2θ
n

+ a0a1 −
k1
2

∞∑
n=1

n(n+ 1)(n+ 2)an+2θ
n +A

∞∑
n=1

(n+ 1)an+1θ
n − 6a0a3 − 6a1a2

−
∞∑

n=1

n∑
i=0

(n− i+ 1)(n− i+ 2)(n− i+ 3)aian−i+3θ
n +

∞∑
n=1

n∑
i=0

(n− i+ 1)aian−i+1θ
n

− 3
∞∑

n=1

n∑
i=0

(n− i+ 1)(n− i+ 2)(i+ 1)ai+1an−i+2θ
n = 0. (5.4.21)

Next, on comparing the coefficients of θn, n = 0, we get

a3 =
1

6a0

(
− 5k1a0

2
− 3k1a2 + Aa1 − a0a2 − 6a1a2

)
. (5.4.22)

For n≥ 1, we obtained the general recurrence relation as follows:

an+3 =
1

(n+ 1)(n+ 2)(n+ 3)a0

(
− 5k1

2
an −

k1
2
nan + A(n+ 1)an+1

+
3k1
2

(n+ 1)(n+ 2)an+2 −
k1
2
n(n+ 1)(n+ 2)an+2

−
n∑
i=1

(n− i+ 1)(n− i+ 2)(n− i+ 3)aian−i+3 +
n∑
i=0

(n− i+ 1)aian−i+1

− 3
n∑
i=0

(n− i+ 1)(n− i+ 2)(i+ 1)ai+1an−i+2

)
. (5.4.23)

Therefore, it implies that there exists a power series solution of the equation (5.3.24).

Hence, the power series solution of equation (5.3.24) is as follows

F (θ) = a0 + a1θ + a2θ
2 + a3θ

3 +
∞∑
n=1

an+3θ
n+3

= a0 + a1θ + a2θ
2 +

1

6a0

(
− 5k1a0

2
− 3k1a2 + Aa1 − a0a2 − 6a1a2

)
θ3

+
∞∑
n=1

1

(n+ 1)(n+ 2)(n+ 3)a0

[
− 5k1

2
an −

k1
2
nan + A(n+ 1)an+1

+
3k1
2

(n+ 1)(n+ 2)an+2 −
k1
2
n(n+ 1)(n+ 2)an+2

−
n∑
i=1

(n− i+ 1)(n− i+ 2)(n− i+ 3)aian−i+3 +
n∑
i=0

(n− i+ 1)aian−i+1

− 3
n∑
i=0

(n− i+ 1)(n− i+ 2)(i+ 1)ai+1an−i+2

]
θ4. (5.4.24)

The convergence of the series solutions in case 2 and case 3 can be proved in the

same way as shown in case 1.
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5.5 Discussion

In this chapter, the Gilson-Pickering equation with time-dependent variable coef-

ficients has been analyzed from a group theoretic point of view. This method is

feasible and efficient for the analysis of nonlinear partial differential equations. Tak-

ing special forms of variable coefficients, we constructed the infinitesimals of the

group of transformations which leaves the time-dependent variable coefficients Gilson-

Pickering equation invariant and obtained the particular solutions. Corresponding to

the Lie group infinitesimals, it is shown that the equation (5.1.2) reduces to non-

linear ordinary differential equations in each case, which is further studied with the

aim of deriving certain closed-form solutions. The reduced ordinary differential equa-

tions admitting trivial symmetries have been further analyzed by using the power

series method and provided the exact power series solutions. We also established the

convergence of the series solutions reported in the work.
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Chapter 6

Exact traveling wave solutions of

BLP equation

6.1 Introduction

This chapter is devoted to the study of the (2+1) dimensional Boiti-Leon-Pempinelli

equation [61]

uty = (u2 − ux)xy + 2vxxx,

vt = vxx + 2uvx, (6.1.1)

which describes the evolution of the horizontal velocity component of the water waves

propagating in xy-plane in an infinite narrow channel of constant depth. The (2+1)-

dimensional Boiti-Leon-Pempinelli equation is a generalization of the dispersive long

wave equation introduced by Boiti et al. [61]. Additionally, various interesting prop-

erties of equation (6.1.1) have been studied by many authors with the help of different

methods such as [10], [14], [20], [48], [106], [112] etc.

The organization of the chapter is as follows: The exact traveling wave solutions of

the equations (6.1.1) using the (G′/G2)-expansion method are presented in section

6.2. In section 6.3, traveling wave solutions are furnished by utilizing the first integral

method. The concluding remarks are presented in the last section .

99



6.2 Exact traveling wave solutions

Herein, we will apply the
(
G

′

G2

)
-expansion method to obtain the traveling wave solu-

tions of system (6.1.1).

Consider the following transformations

v(x, y, t) = V (ζ), u(x, y, t) = U(ζ), ζ = lx+my + nt, (6.2.1)

where l,m, n are arbitrary constants. Using equations (6.2.1) into equations (6.1.1),

we get

mnU
′′
(ζ) = lm(U2(ζ)− lU

′
(ζ))

′′
+ 2l3V

′′′
(ζ),

nV
′
(ζ) = l2V

′′
(ζ) + 2lV

′
(ζ). (6.2.2)

Integrating the first equation of (6.2.2) twice w.r.t ζ, we have

mnU(ζ) = lm(U2(ζ)− lU
′
(ζ)) + 2l3V

′
(ζ), (6.2.3)

and taking all the arbitrary integration constants equal to zero, we get

V
′
(ζ) =

mn

2l3
U(ζ)− m

2l2
(U2(ζ)− lU

′
(ζ)). (6.2.4)

Substituting equation (6.2.4) into the second equation of (6.2.2), we get

l4U
′′
(ζ)− 2l2U3(ζ) + 3nlU2(ζ)− n2U(ζ) = 0. (6.2.5)

Next, on balancing the nonlinear term and the highest order derivative term present

in equation (6.2.5), we obtain

deg[U
′′
(ζ)] =M + 2 = deg[U3(ζ)] = 3M, (6.2.6)

which implies thatM = 1. Thus, the exact solution of equation (6.2.5) can be written

as

U(ζ) = a0 + a1

(
G

′

G2

)
+ b1

(
G

′

G2

)−1

, (6.2.7)

where a0, a1, b1 are unknown parameters.

Now, substituting the equation (6.2.7) into equation (6.2.5) alongwith equation (1.7.6),
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and collecting the coefficients with same power of
(
G

′

G2

)i
, (i = 0,±1,±2,±3), and

equating them to zero, we have a system of algebraic equations as follows:

2b1µλl
4 − 6a20b1l

2 − 6a1b
2
1l

2 + 6a0b1nl − n2b1 = 0,

−2l2a30 − 12a0a1b1l
2 + 3nla20 + 6a1b1nl − n2a0 = 0,

2a1µλl
4 − 6a20a1l

2 − 6a21b1l
2 + 6a0a1nl − n2a1 = 0,

2a1λ
2l4 − 2l2a31 = 0, (6.2.8)

−6a0b
2
1l

2 + 3nlb21 = 0,

−6a0a
2
1l

2 + 3nla21 = 0,

2b1µ
2l4 − 2l2b31 = 0.

On solving the above system of nonlinear algebraic equations, we come across the

following cases:

Case 1:

a0 =
n

2l
,

a1 = ±λl,

b1 = ±
( n2

12λl3
+
µl

3

)
, (6.2.9)

n = ±
√

−4λµl4 ± 12λµl4,

Case 2:

a1 = 0, b1 ̸= 0,

a0 =
n

2l
, l ̸= 0,

b1 = ±µl, (6.2.10)

n = ±
√
−4µλl4,
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Case 3: when a1 ̸= 0, b1 ̸= 0

a0 =
n

2l
,

b1 = ±µl,

a1 = ±
( n2

12µl3
+
λl

3

)
, (6.2.11)

n = ±
√

−4λµl4 ± 12λµl4,

Case 4:

b1 = 0, a1 ̸= 0,

a0 =
n

2l
, l ̸= 0,

a1 = ±λl, (6.2.12)

n = ±
√
−4µλl4,

where l, µ, λ are arbitrary constants.

Now, substituting the equations (6.2.9)-(6.2.12) alongwith the functions
(
G

′

G2

)
given

in equations (1.7.7)-(1.7.10) into equation (6.2.7), we obtain the exact solutions of

equation (6.1.1) as follows:

Set 1: Substituting the values of the parameters presented in Case 1 alongwith the

transformation ζ = lx + my ± (
√

−4λµl4 ± 12λµl4)t in equation (6.2.7), we obtain

the exact traveling wave solutions as under:

(i) For µλ > 0, the traveling wave solution of equation (6.1.1) is given in terms of

trigonometric function by

u =
n

2l
± λl

[√
µ

λ

(Acos(√µλ)ζ +Bsin(
√
µλ)ζ

(Bcos(
√
µλ)ζ − Asin

√
µλ)ζ

)]

±
( n2

12λl3
+
µl

3

)[√µ

λ

(Acos(√µλ)ζ +Bsin(
√
µλ)ζ

Bcos(
√
µλ)ζ − Asin(

√
µλ)ζ

)]−1

,

v =

∫ (mn
2l3

u(ζ)− m

2l2
(u2(ζ)− lu

′
(ζ))

)
dζ. (6.2.13)
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(ii) For µλ < 0, the traveling wave solution of equation (6.1.1) is given by

u =
n

2l
± l

2

(
2
√

|µλ| −
4A
√
|µλ|e2ζ

√
|µλ|

Ae2ζ
√

|µλ| −B

)

±
( n2

12λl3
+
µl

3

)[ 1

2λ

(
2
√

|µλ| −
4A
√
|µλ|e2ζ

√
|µλ|

Ae2ζ
√

|µλ| −B

)]−1

,

v =

∫ (mn
2l3

u(ζ)− m

2l2
(u2(ζ)− lu

′
(ζ))

)
dζ. (6.2.14)

(iii) For λ ̸= 0, µ = 0, the traveling wave solution is

u =
n

2l
∓

(
Al

(Aζ +B)

)
±
( n2

12λl3
+
µl

3

)( −Al
(Aζ +B)

)−1

,

v =

∫ (mn
2l3

u(ζ)− m

2l2
(u2(ζ)− lu

′
(ζ))

)
dζ. (6.2.15)

Set 2: Substituting the values of the parameters provided in Case 2 alongwith the

transformation ζ = lx +my ± (
√

−4µλl4)t in equation (6.2.7), we get the traveling

wave solutions as follows:

(i) For µλ > 0, the traveling wave solution of equation (6.1.1) is given in terms of

trigonometric function by

u =
n

2l
± µl

[√
µ

λ

(Acos(√µλ)ζ +Bsin(
√
µλ)ζ

Bcos(
√
µλ)ζ − Asin

√
µλ)ζ

)]−1

. (6.2.16)

(ii) For µλ < 0, the traveling wave solution of equation (6.1.1) is given as

u =
n

2l
± µl

[
1

2λ

(
2
√

|µλ| −
4A
√
|µλ|e2ζ

√
|µλ|

Ae2ζ
√

|µλ| −B

)]−1

. (6.2.17)

(iii) For λ ̸= 0, µ = 0, the traveling wave solution is given by

u =
n

2l
± µl

(
−A

λ(Aζ +B)

)−1

, (6.2.18)

where v can be found by putting the values of u respectively, in equation (6.2.4).

Set 3: Inserting the values of the parameters given in Case 3 alongwith ζ = lx +

my ± (
√

−4λµl4 ± 12λµl4)t in equation (6.2.7), we get the traveling wave solutions

as follows:
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(i) For µλ > 0, the exact solution of equation (6.1.1) is given in terms of trigono-

metric function by

u =
n

2l
±
( n2

12µl3
+
λl

3

)[√µ

λ

(Acos(√µλ)ζ +Bsin(
√
µλ)ζ

Bcos(
√
µλ)ζ − Asin

√
µλ)ζ

)]

± µl

[√
µ

λ

(Acos(√µλ)ζ +Bsin(
√
µλ)ζ

Bcos(
√
µλ)ζ − Asin

√
µλ)ζ

)]−1

. (6.2.19)

(ii) For µλ < 0, the exact solution of equation (6.1.1) is given by

u =
n

2l
± 1

2λ

( n2

12µl3
+
λl

3

)(
2
√
|µλ| −

4A
√

|µλ|e2ζ
√

|µλ|

Ae2ζ
√

|µλ| −B

)

± µl

[
1

2λ

(
2
√

|µλ| −
4A
√
|µλ|e2ζ

√
|µλ|

Ae2ζ
√

|µλ| −B

)]−1

. (6.2.20)

(iii) For λ ̸= 0, µ = 0, the exact solution is

u =
n

2l
∓
( n2

12µl3
+
λl

3

)( A

λ(Aζ +B)

)
± µl

(
−A

λ(Aζ +B)

)−1

, (6.2.21)

where v can be calculated by putting the values of u respectively, in equation

(6.2.4).

Set 4 : Substituting the values of the parameters given in Case 4 and ζ = lx+my±

(
√

−4µλl4)t in equation (6.2.7), we have

(i) For µλ > 0, the exact solution of equation (6.1.1) is given in terms of trigono-

metric function by

u =
n

2l
± λl

[√
µ

λ

(Acos(√µλ)ζ +Bsin(
√
µλ)ζ

Bcos(
√
µλ)ζ − Asin

√
µλ)ζ

)]
. (6.2.22)

(ii) For µλ < 0 the exact traveling wave solution of equation (6.1.1) is given by

u =
n

2l
± λl

[
1

2λ

(
2
√
|µλ| −

4A
√

|µλ|e2ζ
√

|µλ|

Ae2ζ
√

|µλ| −B

)]
. (6.2.23)

(iii) For λ ̸= 0, µ = 0, the traveling wave solution is given as

u =
n

2l
∓ lA

(Aζ +B)
, (6.2.24)

where v can be determined by inserting the values of u respectively, in equation

(6.2.4).
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6.3 Traveling wave solutions by first integral method

In this section, the exact solutions of equations (6.1.1) have been obtained by using

the first integral method.

Applying the traveling wave transformations (6.2.1) on equation (6.1.1), we get equa-

tion (6.2.5). Next, by using the methodology of the first integral method, we get from

equation (1.6.5),

Ẋ(ζ) = Y (ζ),

Ẏ (ζ) =
2

l2
U3(ζ)− 3n

l3
U2(ζ) +

n2

l4
U(ζ). (6.3.1)

As per the notion of the first integral method, we assume that, X(ζ) and Y (ζ) are

the nontrivial solutions of equations (6.3.1), q(X, Y ) =
m∑
i=0

ai(X)Y i is an irreducible

polynomial in the complex plane C[X,Y ] such that

q(X(ζ), Y (ζ)) =
m∑
i=0

ai(X)Y i = 0, (6.3.2)

where ai(X) (i = 0, 1, 2, . . . ,m) are the polynomials of X and am(X) ̸= 0. Hence,

the equation (6.3.2) is known as the first integral to equations (6.3.1).

Case 1: Taking m = 1 in equation (6.3.2), and using the Division theorem, there

exists a polynomial g(X) + h(X)Y in the complex plane C[X, Y ] such that

dq

dζ
=

∂q

∂X

∂X

∂ζ
+
∂q

∂Y

∂Y

∂ζ
= (g(X) + h(X)Y )

1∑
i=0

ai(X)Y i. (6.3.3)

Next, by comparing the coefficients of Y i (i = 0, 1), on both sides of the equation

(6.3.3), we have

ȧ1(X) = h(X)a1(X), (6.3.4)

ȧ0(X) = g(X)a1(X) + h(X)a0(X), (6.3.5)

a1(X)

[
2

l2
X3 − 3n

l3
X2 +

n2

l4
X

]
= g(X)a0(X). (6.3.6)

Since ai(X) (i = 0, 1) are the polynomials, therefore, from equation (6.3.4) we can

conclude that h(X) = 0, which implies a1(X) must be a constant. Further, for
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convenience let us consider a1(X) = 1, then the equations (6.3.5) and (6.3.6) become

ȧ0(X) = g(X), (6.3.7)

2

l2
X3 − 3n

l3
X2 +

n2

l4
X = g(X)a0(X). (6.3.8)

On balancing the degree of a0(X) and g(X), we conclude that, the degree of g(X) is

1 only. Thus, we take g(X) = AX +B, A ̸= 0, and the equation (6.3.7) gives

a0(X) =
AX2

2
+BX +B0, (6.3.9)

where B0 is an arbitrary integration constant.

Next, substituting the value of g(X) and a0(x) into equation (6.3.8), equating all the

coefficients of powers of X to zero, we obtain a set of nonlinear algebraic equations

as

2

l2
− A2

2
= 0,

−3n

l3
− 3AB

2
= 0, (6.3.10)

n2

l4
− AB0 −B2 = 0,

BB0 = 0.

On solving it, we can easily get

A =
2

l
, B =

−n
l2
, B0 = 0, l ̸= 0, (6.3.11)

A = −2

l
, B =

n

l2
, B0 = 0, l ̸= 0. (6.3.12)

Now, using equations (6.3.11) and (6.3.12) in equation (6.3.2), we have

Y (ζ) =
−X2

l
+
n

l2
X, Y (ζ) =

X2

l
− n

l2
X. (6.3.13)

Combining equation (6.3.13) with equation (6.3.1), we obtain

U(ζ) =
n
l
exp (nζ

l2
+ nζo

l
)

exp (nζ
l2
+ nζo

l
)− 1

, (6.3.14)

U(ζ) =
n
l
exp (−nζ

l2
− nζo

l
)

exp (−nζ
l2
− nζo

l
)− 1

, (6.3.15)
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where ζo is an arbitrary integration constant.

Therefore, the exact solutions of equations (6.1.1) become

u(x, y, t) =
n
l
exp (n(lx+my+nt)

l2
+ nζo

l
)

exp (n(lx+my+nt)
l2

+ nζo
l
)− 1

, (6.3.16)

u(x, y, t) =
n
l
exp (−n(lx+my+nt)

l2
− nζo

l
)

exp (−n(lx+my+nt)
l2

− nζo
l
)− 1

. (6.3.17)

Corresponding to solutions (6.3.16) and (6.3.17), we can obtain the forms of v(x, y, t)

through equation (6.2.4) as follows:

v(x, y, t) =
mn

2l2

(
exp (n(lx+my+nt)

l2
+ nζo

l
) + 1

exp (n(lx+my+nt)
l2

+ nζo
l
)− 1

)
, (6.3.18)

v(x, y, t) =
mn

2l2
. (6.3.19)

Case 2: Taking m = 2 in equation (6.3.2). On comparing the coefficients of Y i

(i = 0, 1, 2, 3) on both sides of (6.3.3), we get

ȧ2(X) = h(X)a2(X), (6.3.20)

ȧ1(X) = g(X)a2(X) + h(X)a1(X), (6.3.21)

ȧo(X) = g(X)a1(X) + h(X)ao(X)− 2a2(X)

[
2

l2
X3 − 3n

l3
X2 +

n2

l4
X

]
, (6.3.22)

a1(X)

[
2

l2
X3 − 3n

l3
X2 +

n2

l4
X

]
= g(X)ao(X). (6.3.23)

Since ai(X), (i = 0, 1, 2) are polynomials, from equation (6.3.20), we can analyze

that h(X) = 0, so that a2(X) must be a constant. For convenience, suppose that

a2(X) = 1. Then equation (6.3.21) and (6.3.22) become

ȧ1(X) = g(X), (6.3.24)

ȧo(X) = g(X)a1(X)−
[
4

l2
X3 − 6n

l3
X2 +

2n2

l4
X

]
, (6.3.25)

a1(X)

[
2

l2
X3 − 3n

l3
X2 +

n2

l4
X

]
= g(X)ao(X). (6.3.26)

Next, on balancing the degrees of g(X), ao(X) and a1(X), we conclude that the

degree of g(X) = 0 or 1 only.
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Subcase 1: For deg[g(X)] = 1, assume that g(X) = AX +B, A ̸= 0, then equations

(6.3.24) and (6.3.25) gives

a1(X) =
AX2

2
+BX +Bo, (6.3.27)

ao(X) =

(
A2

8
− 1

l2

)
X4 +

(
AB

2
+

2n

l3

)
X3 +

(
ABo

2
+
B2

2
− n2

l4

)
X2 +BBoX +B1,

(6.3.28)

where Bo and B1 are arbitrary integration constants.

Further, putting the equations (6.3.27), (6.3.28) into equation (6.3.26) and equating

each coefficient of powers ofX to zero, we have a nonlinear algebraic system as follows:

A

l2
− A3

8
+
A

l2
= 0,

−7nA

2l3
+

3B

l2
− 5A2B

8
= 0,

3n2A

2l4
− AB2 − 5nB

l3
+

2B0

l2
− A2B0

2
= 0, (6.3.29)

2n2B

l4
− 3nB0

l3
− B3

2
− 3ABB0

2
= 0,

BB1 = 0.

After solving this system, we get

A =
4

l
, B =

−2n

l2
, Bo = 0, B1 = 0, l ̸= 0, (6.3.30)

A =
−4

l
, B =

2n

l2
, Bo = 0, B1 = 0, l ̸= 0. (6.3.31)

Using equations (6.3.30) and (6.3.31) in equation (6.3.2), we have

Y (ζ) =
−X2

l
+
n

l2
X, Y (ζ) =

X2

l
− n

l2
X. (6.3.32)

Combining equation (6.3.32) with equation (6.3.1), we acquire the exact solutions of

(6.2.5) as

U(ζ) =
n

l

(
exp (nζ

l2
+ nζo

l
)

exp (nζ
l2
+ nζo

l
)− 1

)
, (6.3.33)

U(ζ) =
n

l

(
exp (−nζ

l2
− nζo

l
)

exp(−nζ

l2
−nζo

l
) −1

)
, (6.3.34)
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where ζo is an arbitrary integration constant.

The exact solutions of (6.1.1) are given by

u(x, y, t) =
n

l

(
exp (n(lx+my+nt)

l2
+ nζo

l
)

exp (n(lx+my+nt)
l2

+ nζo
l
)− 1

)
, (6.3.35)

u(x, y, t) =
n

l

(
exp (−n(lx+my+nt)

l2
− nζo

l
)

exp (−n(lx+my+nt)
l2

− nζo
l
)− 1

)
, (6.3.36)

Now, using equations (6.3.35) and (6.3.36) into equation (6.2.4) respectively, v(x, y, t)

becomes

v(x, y, t) =
mn

2l2

(
exp (n(lx+my+nt)

l2
+ nζo

l
) + 1

exp (n(lx+my+nt)
l2

+ nζo
l
)− 1

)
, (6.3.37)

v(x, y, t) =
mn

2l2
. (6.3.38)

Remark: In case 1 and subcase 1, we are able to recover the solutions reported by

Wazwaz et al. in [10].

Subcase 2: For deg[g(X)] = 0, suppose that g(X) = A, then equations (6.3.24) and

(6.3.25) give

a1(X) = AX +B0, (6.3.39)

a0(X) = − 1

l2
X4 +

2n

l3
X3 +

(
A2

2
− n2

l4

)
X2 + AB0X +B1. (6.3.40)

where B0 and B1 are arbitrary integration constants. Using equations (6.3.39) and

(6.3.40) into equation (6.3.26) and equating each coefficient of powers of X to zero,

we obtain a nonlinear algebraic system

3A

l2
= 0,

−5nA

l3
+

2B0

l2
= 0,

2n2A

l4
− 3nB0

l3
− A3

2
= 0, (6.3.41)

n2B0

l4
− A2B0 = 0,

AB1 = 0,

which on solving yield

A = 0, B0 = 0, B1 = B1. (6.3.42)
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On using equation (6.3.42) in equation (6.3.2), we get

Y 2(ζ)− 1

l2
X4 +

2n

l3
X3 − n2

l4
X2 +B1 = 0. (6.3.43)

Combining equation (1.6.4) with equation (6.3.43), we obtain

(
dU

dζ

)2

=
1

l2
U4(ζ)− 2n

l3
U3(ζ) +

n2

l4
U2(ζ)−B1. (6.3.44)

With the aid of software MAPLE, we attain the one implicit and two explicit solutions

of equation (6.3.44) as follows:

U(ζ) =
n+

√
n2 ± 4l3

√
B1

2l
, (6.3.45)

U(ζ) = −−n+
√
n2 ± 4l3

√
B1

2l
, (6.3.46)

ζ −

[∫ U(ζ)

± l2√
a4l4 −B1l4 − 2a3ln+ a2n2

da

]
− C1 = 0. (6.3.47)

Thus, on making use of equations (6.3.45) and(6.3.46) in equations (6.2.1) and (6.2.4),

we get the exact solutions of equations (6.1.1) as follows:

u(x, y, t) =
n+

√
n2 ± 4l3

√
B1

2l
, (6.3.48)

v(x, y, t) = m
2l

(
n+
√
n2±4l3

√
B1

2l

)
+ mn

2l3

(
n+
√
n2±4l3

√
B1

2l

)
ζ

− m
2l2

(
n+
√
n2±4l3

√
B1

2l

)2

ζ,

(6.3.49)

u(x, y, t) = −−n+
√
n2 ± 4l3

√
B1

2l
, (6.3.50)

and

v(x, y, t) = −m
2l

(
−n+

√
n2±4l3

√
B1

2l

)
− mn

2l3

(
−n+

√
n2±4l3

√
B1

2l

)
ζ

− m
2l2

(
−n+

√
n2±4l3

√
B1

2l

)2

ζ.

(6.3.51)

Similarly, using equation (6.3.47) into equation (6.2.1) and (6.2.4), u(x, y, t) and

v(x, y, t) can be obtained implicitly.
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6.4 Discussion

In this chapter, the (2+1)-dimensional Boiti-Leon-Pempinelli system has been suc-

cessfully investigated by using the (G
′

G2 )-expansion method and the first integral method

and proposed the exact traveling wave solutions. We have found that the obtained

exact solutions are expressed in terms of rational functions, exponential functions,

and trigonometric functions. Some solutions can be recovered by giving the specific

values to the parameters, and some new solutions are obtained. This study demon-

strates that these techniques are practically appropriate, direct, concise, and reliable

to furnish the exact traveling wave solutions of nonlinear partial differential equa-

tions. Also, we are able to recover the solutions reported by Wazwaz et al., wherein

authors used the exp-function method. With the help of the first integral method, we

have been able to contribute some new explicit/implicit solutions of equations (6.1.1).

These techniques can be extended to solve the nonlinear problems which arise in the

soliton theory and other areas.
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Chapter 7

Conclusions

The importance of nonlinear differential equations due to their occurrence in the study

of many physical phenomena and also various limitations posed by linear differential

equations have been the primary reasons for study put up in the thesis entitled “Study

of Some Nonlinear Partial Differential Equations for Lie Symmetries and Exact Solu-

tions”. The investigation of Lie symmetries and exact solutions of nonlinear partial

differential equations has great theoretical and practical importance. Exact solutions

of differential equations play an important role in the proper understanding of quali-

tative features of many phenomena and processes in various areas of natural science.

More specifically, the thesis deals with nonlinear partial differential equations repre-

senting some interesting physical systems, which are-the (2+1)-dimensional disper-

sive long wave system, the (3+1)-dimensional Kadomtsev-Petviashvilli (KP) equa-

tion with variable coefficients and an arbitrary nonlinear term, Schrödinger equation

with variable coefficients, Gilson-Pickering equation with variable coefficients and the

(2+1)-dimensional Boiti-Leon-Pempinelli system, from the viewpoint of their under-

lying Lie point symmetries and exact solutions. To determine the admissible sym-

metries, we adopted the classical Lie symmetry approach on the system of NLPDEs.

After obtaining the Lie point symmetries admitted by the nonlinear systems under

investigation, the attempt has been to reduce the number of independent variables of

the nonlinear systems which result in PDEs or ODEs. The resulting PDEs are fur-
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ther investigated by utilizing the Lie method and obtained the exact solutions. And

the resulting ODEs have been examined subsequently for exact solutions by using

the power series method. Also, the (2+1) dimensional BLP system has been investi-

gated by using the two techniques, i.e. (G′/G2)-expansion method and first integral

method, and obtained the various exact traveling wave solutions.

Lie point symmetries and exact solutions of the nonlinear systems under examination

are not only interesting from a mathematical point of view but also important for

applications. In fact, an exhaustive and systematic study of these systems has been

made and a variety of new exact solutions are presented. It may be noted that so-

lutions obtained for various nonlinear systems in this thesis include, explicit/implicit

solutions, power series solutions, and traveling wave solutions.

In chapter 2, the DLW system has been investigated by using the group method and a

variety of new exact solutions have been presented. Also, we have been able to recover

some solutions which are already present in the literature. The study in Chapters 3, 4,

5, is devoted to the time-dependent variable coefficients nonlinear partial differential

equations. Various systems of governing equations have been furnished for admissible

forms of the variable coefficients for which the nonlinear systems possess the Lie point

symmetries. Most of the solutions obtained involve an arbitrary coefficient function,

and it may enable us to control and discuss the behavior of the solution given by

the choice of these arbitrary variable coefficients. In fact, various other power series

solutions have also been presented. Also, the solutions proposed in the last chapter

include exponential functions, rational functions, and trigonometric functions.

Finally, it is worth mentioning here that in spite of the focus on exact solutions, the

authors found it really difficult task to handle the resulting systems of ODEs for the

extraction of the exact solutions. In some cases, the obtained exact solutions are

very specific in nature, and a systematic search for further reduction of the order of

ODEs using the Lie method led only to the trivial symmetries. Keeping in view these

limitations, undoubtedly, it turned out to be a useful exercise of obtaining the power

series solutions of these ODEs. The study of reduced ODEs and their exact solutions

bringforth tremendous scope for future work.
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Future Scope

There are a number of potential directions for future research based on the material

within the current thesis, of which we discuss a handful of possibilities here.

First, one may focus on a nonclassical symmetry analysis of the systems of nonlinear

partial differential equations studied in chapters 2, 3, 4, and 5. This includes making

reductions to the PDEs for admitted symmetries and solving the reduced systems

of equations to obtain invariant solutions. One may also seek additional symmetries

in each model, such as the approximate symmetries, residual symmetries, nonlocal

symmetries, and conservation laws.

The numerical investigation of the studied equations can also be performed. For a

better understanding of the solutions, one can plot the results in three-dimensional

surfaces, so that the physical significance of each solution may be discussed to estab-

lish the authenticity of the solutions. The soliton dynamics in a single-mode optical

fiber of the nonlinear Schrödinger equation (3.1.2) may also be studied. Solitons have

the most important applications in high-rate telecommunications with optical non-

linear fibers, where they are used as the carriers for the transmission of information.

One may check the integrability of the reduced ODEs (see for example equations

(3.3.14), (3.3.17), (4.3.18), and (4.3.29)) using the Painlevé approach. We can also an-

alyze the classification of group invariant solutions of differential equations by means

of the optimal systems. As the objective of the present work was confined to the

applications of Lie group theory with the view of deducing the symmetries and then

attempting some tractable forms of solutions, such an endeavor remained beyond the

scope of the thesis.

115



116



Bibliography

[1] A. Adem, C. Khalique, and A. Biswas, “Solutions of KadomtsevPetviashvili equa-

tion with power law nonlinearity in (1+3) dimensions”, Mathematical Methods in

the Applied Sciences, vol. 34(5), pp. 532-543, 2011.

[2] A. Bekir and A. Boz, “Exact solutions for nonlinear evolution equations using

Exp-function method”, Physics Letters A, vol. 372(10), pp. 1619-1625, 2008.

[3] A. Aliyu, A. S. Alshomrani, M. Inc and D. Baleanu ,“Optical solitons for Triki-

Biswas equation by two analytic approaches”, AIMS Mathematics, vol. 5(2), pp.

1001-1010, 2020.

[4] A. Bihlo and R. O. Popovych, “Symmetry analysis of barotropic potential vorticity

equation”, Communications in Theoretical Physics, vol. 52(4), pp. 697-700, 2009.

[5] A. Bihlo and R. O. Popovych, “Lie symmetries and exact solutions of the

barotropic vorticity equation”, Journal of Mathematical Physics, vol. 50(12), pp.

123102, 2009.

[6] A. Biswas and A. Ranasinghe, “Topological 1-soliton solution of Kadomtsev-

Petviashvili equation with power law nonlinearity”, Applied Mathematics and Com-

putation, vol. 217(4), pp. 1771-1773, 2010.

[7] A. Chen, W. Huang and S. Tang, “Bifurcations of travelling wave solutions for

the Gilson-Pickering equation”, Nonlinear Analysis: Real World Applications, vol.

10(5), pp. 2659-2665, 2009.

117



[8] A. Cohen, “An introduction to the Lie theory of one-parameter groups with appli-

cations to the solutions of differential equations”, D.C. Heath and Co., Publishers,

New York, 1911.

[9] A. Irshad and S. M. Din, “Tanh-Coth method for nonlinear differential equations”,

Studies in Nonlinear Sciences, vol. 3(1), pp. 24-48, 2012.

[10] A. M. Wazwaz and M. S. Mehanna, “A variety of exact travelling wave solutions

for the (2+1)-dimensional Boiti-Leon-Pempinelli equation”, Applied Mathematics

and Computation, vol. 217(4), pp. 14841490, 2010.

[11] B. Cantwell, “Introduction to symmetry analysis paperback with CD-ROM”,

Cambridge University Press,, vol. 29, 2002.

[12] B. Fornberg and G. B. Whitham, “A numerical and theoretical study of certain

nonlinear wave phenomena”, Philosophical Transactions of the Royal Society of

London. Series A, Mathematical and Physical Sciences, vol. 289(1361), pp. 373-

404, 1978.

[13] B. A. Kupershmidt, “Mathematics of dispersive water waves”, Communications

in Mathematical Physics, vol. 99(1), pp. 51-73, 1985.

[14] C. Dai and Y. Wang, “Periodic structures based on variable separation solu-

tion of the (2+1)-dimensional Boiti-Leon-Pempinelli equation”, Chaos, Solitons &

Fractals, vol. 39(1), pp. 350-355, 2009.

[15] C. Gilson and A. Pickering, “Factorization and Painleve analysis of a class of

nonlinear third-order partial differential equations”, Journal of Physics A: Mathe-

matical and General, vol. 28(10), pp. 2871-2888, 1995.

[16] C. Khalique and A. Adem, “Exact solutions of a generalized (3+1) dimensional

Kadomtsev-Petviashivili equation using Lie symmety analysis”, Applied Mathemat-

ics and Computation, vol. 216(10), pp. 2849-2854, 2010.

118



[17] C. Li, S. Tang, W. Huang and A. Chen, “Peakons, solitary patterns and periodic

solutions for generalized Gilson-Pickering equations”, Far East Journal of Applied

Mathematics, vol. 35, pp. 301-307, 2009.

[18] D. David, N. Kamran, D. Levi and P. Winternitz, “Symmetry reduction for the

Kadomtsev-Petviashvili equation using a loop algebra”, Journal of Mathematical

Physics, vol. 27(5), pp. 1225, 1986.

[19] D. S. Wang and H. Li, “Single and multi-solitary wave solutions to a class of

nonlinear evolution equations”, Journal of Mathematical Analysis and Applications,

vol. 343(1), pp. 273-298, 2008.

[20] D. J. Huang and H. Q. Zhang, “Exact traveling wave solutions for the Boiti-

Leon-Pempinelli equation”, Chaos, Solitons & Fractals, vol. 22(1), pp. 243-247,

2004.

[21] E. Goursat, “A course in mathematical analysis”, Ginn and Company, vol. 2,

1917.

[22] E. Pucci and G. Saccomandi, “On the weak symmetry groups of partial differ-

ential equations”, Journal of Mathematical Analysis and Applications, vol, 163(2),

pp. 588-598, 1992.

[23] E. L. Ince, “Ordinary dierential equations”, Courier Corporation, 1956.

[24] E. Infeld and G. Rowlands, “Nonlinear waves, soliton and chaos”, Cambridge

University Press, Cambridge, 1990.

[25] E. P. Hydon, “Symmetry methods for differential equations: A beginner’s guide”,

Cambridge University Press, 2000.

[26] E. M. Zayed and A. G. Al-Nowehy, “The solitary wave ansatz method for finding

the exact bright and dark soliton solutions of two nonlinear Schrödinger equations”,

Journal of the Association of Arab Universities for Basic and Applied Sciences, vol.

24(1), pp. 184-190, 2017.

119



[27] G. Birkhoff, “Hydrodynamics”, Princeton University Press, 1960.

[28] G. W. Bluman and J. D. Cole, “Similarity methods for differntial equations”,

Applied Mathematical Sciences, Springer, 1974.

[29] G. W. Bluman and S. C. Anco, “Symmetry and integration methods for differ-

ential equations”, Applied Mathematical sciences, vol. 154, 2002.

[30] G. W. Bluman and J. D. Cole, “The general similarity solution of the heat

equation”, Journal of Mathematics and Mechanics, vol. 18(11), pp. 1025-1042,

1969.

[31] G. W. Bluman and S. Kumei, “Symmetries and differential equations”, Applied

Mathematical Sciences, vol. 81, 1989.

[32] G. Ebadi, A. H. Kara, M. D. Petkovic̀ and A. Biswas, “Soliton solutions and con-

servation laws of the Gilson-Pickering equation”, Waves in Random and Complex

Media, vol. 21(2), pp. 378-385, 2011.

[33] G. M. Murphy, “Ordinary differential equations and their solutions”, Dover Pub-

lications, Inc. New York, 1960.

[34] G. Paquin and P. Winternitz, “Group theoratical analysis of dispersive long wave

equations in two space dimensons”, Physica D: Nonlinear Phenomena, vol. 46(1),

pp. 122-138, 1990.

[35] H. M. Baskonus, “Complex soliton solutions to the Gilson-Pickering model”,

Axioms, vol. 8(1): 18, 2019.

[36] H. Liu and Y. Geng, “Symmetry reductions and exact solutions to the systems of

carbon nanotubes conveying fluid”, Journal of Differential Equations, vol. 254(5),

pp. 2289-2303, 2013.

[37] H. Stephani, “Differential equations: their solution using symmetries”, Cam-

bridge University Press, 1989.

120



[38] H. Triki and A. Biswas, “Sub pico-second chirped envelope solitons and conser-

vation laws in monomode optical fibers for a new derivative nonlinear Schrödinger’s

model”, Optik - International Journal for Light and Electron Optics, vol. 173, 235-

241, 2018.

[39] H. Wang, Y. H. Wang and H. H. Dong, “Interaction solutions of a (2+1) dimen-

sional dispersive long wave system”, Computers & Mathematics with Applications,

vol.75(8), pp. 2625-2628, 2018.

[40] H. Zhao and C. Bai, “New doubly periodic and multiple soliton solutions of the

generalized (3 + 1) - dimensional Kadomtsev-Petviashvilli equation with variable

coefficients”, Chaos, Solitons & Fractals, vol. 30(1), pp. 217-226, 2006.

[41] I. Aslan, “Exact and explicit solutions to nonlinear evolution equations using

the division theorem”, Applied Mathematics and Computation, vol. 217(20), pp.

8134-8139, 2011.

[42] I. G. Lisle, , “Equivalence transformations for classes of differential equations”,

Ph. D. Thesis, University of British Columbia, Canada, 1992.

[43] I. Hashim, “Adomian decomposition method for solving BVPs for fourth-order

integro-differential equations”, Journal of Computational and Applied Mathemat-

ics, vol. 193(2), pp. 658-664, 2006.

[44] J. M. Hill, “Solution of differential equations by means of one-parameter groups”,

Pitman Advanced Publishing Progam, 1982.

[45] J. M. Hill and J. D. Hill, “On the derivation of first integrals for similarity

solutions”, Journal of Engineering Mathematics, vol. 25, pp. 287-299, 1991.

[46] J. M. Hill, “Similarity solutions for nonlinear diffusion-a new integration proce-

dure”, Journal of Engineering Mathematics, vol. 23, pp. 141-155, 1989.

[47] J. M Hill, A. J. Avagliano and M. P. Edwards, “Some exact results for nonlinear

diffusion with absorption”, IMA Journal of Applied Mathematics, vol. 48(3), pp.

283-304, 1992.

121



[48] J. Fei, Z. Ma, and Y. Chen, “Symmetry reduction and explicit solutions of the

(2+1)-dimensional Boiti-Leon-Pempinelli system”, Applied Mathematics and Com-

putation, vol. 268(C), pp. 432-438, 2015.
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