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ABSTRACT 

 

Interconnection networks (INs) are the basic building block of all parallel  

processing systems. Multi -stage interconnection networks (MINs) are widely 

used in many parallel processing applications since it  provides excellent 

performance at minimum cost with high reliability.  It consists of more than 

one stage of small  interconnection elements called switching elements (SEs) 

and links interconnecting them. MINs are the important class of INs. In this 

thesis, the author has focused on the efficien cy of MINs and done his 

research in this direction in order to get the highly efficient MIN.   

 

Basically, efficiency is the level of performance of a system. In this research 

work, the author has considered all the factors of performance that can 

measure the efficiency of a MIN e.g., bandwidth, the probability of 

acceptance, throughput, processor utilization, and processing power.   

Additionally,  the efficiency depends on the condition of a MIN. It can be 

faulty or non-faulty. Faulty situations create the problem for data packets  

which are to be transmitted from the given source to the given destinations.  

Here the term “faulty situations” refers to the faulty SEs. This problem 

disturbs the data transmission process and creates a negative impact on the 

efficiency of the MIN.  

 

To avoid this problem the solution is to design a MIN which possesses  

excellent fault tolerabili ty with good performance. Literature survey shows 

that various MINs have been proposed to overcome this problem, e.g.  

modified alpha network (MALN), irregular augmented shuffle exchange 

network (IASEN). All the previously proposed MINs have less number of 

alternate paths between the source and destinations; have high cost and poor 

performances.  

 

Towards the faulty switch problem, the author has proposed five new MINs 

named as advance irregular alpha multi -stage interconnection network 



vi 

 

(AIAMIN), advance irregular augmented shuffle exchange network 

(AIASEN), i rregular augmented shuffle exchange network -2 (IASEN-2), 

irregular advance omega network ( IAON), and irregular augmented shuffle 

exchange network-3 (IASEN-3). All the proposed MINs have better fault 

sustainabil ity than the earlier proposed MINs. Further, the MIN can be single 

switch fault tolerant or double switch fault tolerant. Single switch fault  

tolerant means the network can tolerate one faulty SE in each stage 

simultaneously and double switch fault tolerant means the network can 

tolerate two faulty SE in each stage simultaneously.     

 

Further, the author has compared the performance of IAO N with the MALN, 

and IASEN-2 in single switch faulty and non -faulty conditions. It  is observed 

that IAON performs well in both conditions. Single switch faulty means the 

network has a single faulty switching element (SE) in each stage 

simultaneously.  All the proposed MINs are single switch fault tolerant except 

the IAON. The specialty of IAON is that it  is a double switch fault  

sustainable network.  Additionally,  the author has compared the performances 

of IAON and IASEN-3 in non-faulty and single switch fau lty conditions and 

observed that IASEN-3 is better than the IAON on all  the factors of 

performance. The advantage of IAON over IASEN -3 is that it  is double 

switch fault  tolerant network.  

 

Further, the efficiency of a MIN is also affected by the crosstalk p roblem. In 

crosstalk, the electric and magnetic field of a signal creates disturbance in 

the network, which affects the other signal in a network e.g. telephone 

network. Crosstalk may happen in the hearing part of a voice conversation . In 

this way, it  degrades the performance of a network. Due to the crosstalk, the 

data packets reached in the distorted form at the output side. To reduce the 

crosstalk, various approaches have been proposed in literature, e.g. space 

domain approach (SDA), time domain approach  (TDA). Although, SDA 

reduces the crosstalk however it is costly and time consuming approach and 

therefore, it  does not have any practical  use in this direction. According to 

TDA, only a single communication signal should be passed through a SE 
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simultaneously.  This approach is less costly and less time consuming than the 

space domain approach.  

 

Further, there are various methods have been proposed which are based on 

TDA e.g.  window method, improved window method. These methods are 

basically applicable to omega network and do the scheduling of messages in 

such a way that the conflicting messages are  transmitted in the different 

passes. A big number of passes are required in case of window and improved 

window method to get the crosstalk free routes. Based on the TDA, a new 

network called the crosstalk free modified omega network (CFMON) is 

proposed by Sonia Kaur.  

 

It  provides crosstalk free routes in maximum four passes. Towards the 

crosstalk problem, the author has proposed address selection alg orithm (ASA) 

and destination based modified omega network (DBMON) with its scheduling 

algorithm named as destination based scheduling algorithm (DBSA). ASA is 

applicable on omega network and clos network; however, it  does not perform 

well for the network of larger sizes.  DBSA is applicable on destination based 

modified omega network (DBMON). It takes only two passes to make the 

network crosstalk free. DBMON takes less transmission time than the 

CFMON and more efficient than the CFMON.  

  

Hence, in this dissertation the re search work of the author focuses on 

increasing efficiency of MIN. Therefore, he has given his major contribution 

to the faulty switch problem and a small contribution to crosstalk problem.     
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CHAPTER1 

INTRODUCTION 

___________________________________________ _____________________  

 

It  is observed that various applications of real world are based on a parallel 

processing system (PPS) e.g. air traffic control , weather forecasting, robot 

vision. PPS is based on divide and conquer method  [1,2]. It divides the task 

into multiple subtasks and executes them concurrently.  It consists of follo w-

ing three units:  

 

 Processing Elements  

 Memory Modules  

 Interconnection Network  

 

Processing elements (PEs) do the computation task, memory modules store 

the given data, and the interconnection network  (IN) performs the data trans-

fer operation between the PEs and memory modules  [3,4,  5] . In this way, INs 

work as an effective medium in PPS. It  can be defined as:  

 

“Interconnection Networks should be designed to transfer the máximum 

amount of information within the least amount of time (and cost, power con s-

traints) so as not to bottleneck the system  [6]”. 

 

The INs exist for a small digital system that have at least two components to 

interconnect them to a large communication system that  may have several  

processing nodes, memory units to do the parallel computation e.g. computer 

system[1, 2]. In a computer system, it connects processors to memories, I/O 

devices to I/O controllers.  

 

 IN is a major factor for high performance PPS as it has the capacity to pr o-

vide high bandwidth and excellent communication between the connecting 

devices. The multi -stage interconnection network (MIN) is an important class 
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of interconnection network since it has the capacity of providing fast co m-

munication between the sources and the given destinations at the minimum 

cost  [5,6] .  

 

1.1 Problem Statement and Contributions 

In this  thesis, the author has focused his attention on multi -stage interconnec-

tion network. MIN is a cost effective IN and has many advantages over the 

other INs. Some of them are as follows  [4,5,6]: 

 

1.  It has Low latency.  

2.  The system is scalable.  

3.  It provides fault  tolerance.  

4.  It provides cost effectiveness.  

5.  The probability of  acceptance of data packets is high.  

6.  It posses high performance.  

 

Further, MINs have their own challenges and to increase the efficiency one 

has to reduce these challenges. Here the author has mentioned some of the 

challenges of a MIN which are as follows:  

 

1.  Faulty MIN 

2.  Crosstalk 

3.  Stable Matching 

4.  Network on Chip  

5.  Load Balancing 

 

In this thesis, the author has mainly focused on the faulty MIN problem [7-

11] and also gave some attention to crosstalk p roblem [12-14]. Faulty MIN 

means faulty switch problem in MINs.  

 

Further, faulty switching elements (SEs) hamper the data transmission pro-

cess. Due to these faulty switches, data packets do not get their given dest i-

nation. Faulty condition of a network degrades its performance [15-21]. De-
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signing a highly fault tolerant MIN is the best solution of this problem  [16-

22]. Towards the faulty switch problem, many IN s have been proposed in re-

cent years e.g. modified alpha network ( MALN), irregular augmented shuffle 

exchange network (IASEN). All the proposed MINs have the following shor t-

comings:  

 

1.  Poor performance 

2.  Less number of alternate paths  

3.  Less fault tolerant  

4.  Posses high cost  

 

To solve the faulty switch problem, the author has proposed five interconnec-

tion networks which are as follows:  

 

1.  Advance i rregular alpha multi -stage interconnection network (AIAMIN)  

2.  Advance i rregular  augmented shuffle exchange network (AIASEN)  

3.  Irregular augmented shuffle exchange n etwork-2 (IASEN-2) 

4.  Irregular advance omega network (IAON)  

5.  Irregular augmented shuffle exchange n etwork-3 (IASEN-3) 

 

AIAMIN [8] is a single switch fault tolerant network and it consists of four 

stages. Single switch fault tolerant means the network can tolerate a faulty 

switch in each stage simultaneously.  The AIAMIN is compared with MALN 

and it is observed that AIAMIN has more alternate paths than the MALN and 

produce better fault sustainabil ity than the MALN.  

 

AIASEN[11] and IASEN-2 [10] consist of five and four stages respectively.  

Both INs are single switch fault tolerant networks and compared with irreg u-

lar augmented shuffle exchange network (IASEN). It is observed that both the 

proposed MINs have better fault tolerance  capacity than the IASEN. Further, 

IASEN has less number of alternate paths than the AIASEN and IASEN -2. 

 

The design pattern of IAON [7] is inspired by advance omega network. IAON 

is a double switch fault tolerant network and it consists of three stages. Do u-



4 

 

ble switch fault tolerant means the network can sustain two faulty switches in  

each stage simultaneously.  It is compared with MALN and IASEN-2. IAON 

has better fault tolerabili ty than the MALN and IASEN-2. Further, results 

show that IAON has better per formance than the MALN and IASEN-2 in 

faulty and non-faulty conditions.  

 

The structure of IASEN-3[9] is based on IASEN-2. IASEN-3 is a single 

switch fault tolerant network and it consists of three stages. IASEN -3 has 

better fault tolerability and better performance than the IAON. However,  

IAON is double switch fault  tolerant network.  

 

The contributions towards this research are published and are as follows:  

 

 V. P. Bhardwaj and Nitin, Message broadcasting via a new fault  tolerant 

irregular advanced omega network in faulty and non-faulty network envi-

ronments, Journal of Computer and Electrical  Engineering, Hindawi Pub-

lishing Corporation, vol. 2013, pp. 1-17, 2013.  

 

 V. P. Bhardwaj and Nitin, A new fault tolerant r outing algorithm for ad-

vance irregular alpha multi -stage interconnection network, Advances in 

Intelligent and Soft  Computing, Springer -Verlag, ISSN: 1867-5662, pp. 

979-987, 2012.  

 

 V. P. Bhardwaj and Nitin, On performance analysis of IASEN-3 in faulty 

and non faulty network conditions, AASRI Conference on Intelligent Sys-

tems and Control , Elsevier, pp. 104-109, 2013.  

 

 V. P.  Bhardwaj and Nitin, A new fault  tolerant routing a lgorithm for 

IASEN-2, Proceedings of the 2
n d

 IEEE International Conference on Ad-

vances in Computing and Communications, pp. 199-202, 2012.  

 

 V. P. Bhardwaj and Nitin, A new fault tolerant routing a lgorithm for ad-

vance irregular augmented shuffle exchange network, Proceedings of the 
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14
t h

 IEEE International Conference on Computer Modeling and Simul a-

tion, pp. 505-509, 2012.  

 

Further,  crosstalk  [15, 23-27] is also an important factor that  makes its  neg a-

tive impact on the efficiency of a MIN. It degrades the performance of the 

network and limits the size of the network. Literature review  [15, 25-29] re-

veals that various approaches have been propo sed earlier in this regard e.g.  

space domain approach (SPA), time domain approach (TDA). SPA is costly 

and time consuming than the TDA and therefore, the author has chosen the 

TDA to reduce the crosstalk problem. He has proposed address selection al-

gorithm (ASA) [13, 14]  in order to reduce the crosstalk in omega network. 

Further,  the author has applied  [13, 14] the ASA on clos network and got the 

crosstalk free routes in the minimum number of passes.   

 

ASA does well for the small size network, but  does not produce good results 

for large size networks. Therefore, the author has proposed a new interco n-

nection network named as destination based modified omega network  

(DBMON) [12]. It is  applicable from a network of small size to a network of 

large size.  The DBMON[12] takes the least number of passes  and provides 

crosstalk free routes  than the crosstalk free modified omega network  

(CFMON) [28].   

 

The contributions towards this research are published and are as follows:  

 

 V. P. Bhardwaj and Nitin, On minimization of crosstalk conflicts in dest i-

nation based modified omega network ,  Journal of Information Processing 

Systems, vol. 9, no.  2, pp. 301-314, 2013.  

 

 V. P.  Bhardwaj, Nitin, and Vipin Tyagi, An algorithmic approach to min-

imize the conflicts in an  optical multi-stage interconnection network, 

Communications in Computer and Infor mation Science Series , Springer-

Verlag, vol.  191, ISSN: 1865-0929, pp. 568-576, 2011.  
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 V. P. Bhardwaj and Nitin, Applying address selection algorithm on 

nonblocking optical  multi-stage interconnection network ,  Proceedings of 

the IEEE World Congress on Information and Communication Technol o-

gies, pp. 694-698, 2011.  

 

1.2 Outline of the Thesis 

This thesis has six chapters. In chapter 1, the author has given the introducto-

ry part of the thesis.  Preliminaries and background is explained in chapter 2.  

Towards the faulty switch problem, s ingle switch fault tolerant and double 

switch fault tolerant MINs are presented in chapter 3 and 4  respectively.  

Chapter 4 also shows the experimental results. Solutions against the crosstalk 

problem are explained in chapter 5. In chapter 6,  the author has given concl u-

sions of all chapters and also presents the future scope of the research work. 

References and list  of publications are given after chapter 6.  
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CHAPTER 2 

PRELIMINARIES AND BACKGROUND 

________________________________________________________________  

 

 

The main task of interconnection network  (IN) is to establish a fast  and eff i-

cient communication among the processing nodes in a parallel computing sy s-

tem [1, 4, 5]  .  It  can be classified in various categories based on the follow-

ing strategies:  

 

 Switching methodology 

 Topology 

 

According to the switching technique  [3, 6, 15] , it  can be circuit switched 

network or packet switch network. In circuit switching , a physical path is es-

tablished between a source and a destination.  This technique is preferred for 

the messages of long size.  The whole path is reserved for the message until  i t  

reaches at  the given destination.  

 

This is the major drawback of circuit switching  technique [15]. In packet 

switching, the given message is divided into small packets for transmission 

from the sources to destinations through the network. In this technique, the 

path between the source and destination is not reserved for a single message 

and it is fully uti lized by the data packets  [6, 15].  

 

Topology [1, 6, 15]  is the pattern of the INs means it shows that how the 

switching elements  (SEs) are connected to the other processing elements.  

Further, the connecting links in INs may be static or dynamic.  In static, th e-

se l inks are fixed, e.g.  ring, star,  tree, mesh etc.  

 

The static networks are also referred as the direct interconnection network  

since in this network each switch is directly connected to a processing el e-

ment [15]. In dynamic, the links can be reconfigured e.g.  bus,  crossbar, mu l-
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ti-stage etc. The dynamic networks are also referred as the indirect interco n-

nection network since some of the switches connected to the other switches  

[3, 4,  15].  

 

2.1 Multi-stage Interconnection Networks 

Multi-stage interconnection networks  (MINs) are the most suitable network 

among all the previously proposed INs since it is dynamic, fault tolerant, cost 

effective and stellar in performance  [1, 3, 5] . MINs come in the category of 

high speed networks. It  has more than one stage and each stage consists of 

small  interconnecting elements called the SEs.  

 

Each stage in MIN connect s with the previous and subsequent stage via the 

connecting l inks. At the one end it has the sources and at the other end it has 

the destinations. The sources and destinations are having connectivity via  the 

given switching stages.  Generally,  the size of the SE is 2×2 in MINs.  In fig-

ure 2.1, the author has shown the 8×8 omega network   [16-19]. This network 

has 8 sources (S) and 8 destinations (D).   

 

 

Figure 2 .1 .  8×8 Omega Network.  



9 

 

There are 3 stages in this network and each stage contains 4 SEs of size 2× 2 

for each one. In figure 2.1, the connectivity of all the given sources, stages, 

and destinations is  shown. Further, MIN can be classified into the various 

categories based on the following parameters  [1,  3,  15]:  

 

 Number of paths 

 Number of SEs 

 Availability of paths  

 

According to the number of paths [6, 15], MINs can be of single path nature 

or multipath nature. In single path,  each source and destination are connected  

by a unique path in the network.  This type of network cannot tolerate a single 

switch failure and therefore these are not used in the parallel communication 

system.  The multipath networks provide more than one path between every 

pair of source and destination.  High fault tolerability and good performance 

are the specialty of these types of networks.  

 

According to SEs, MINs may be regular or irregular network  [6,15]. In regu-

lar MIN, the number of SEs are same in each stage whereas in irregular MIN, 

the number of SEs are not same.  

 

Blocking and nonblocking [15] are two major categories of MINs which d e-

pends on the availability of paths.  In blocking MINs, SE of some stage may 

gets multiple requests from the source or SE of the previous stage. In this 

case, the path will be blocked and data packets will not move towards the 

destination end e.g.  omega network.  

 

In nonblocking MINs, each source has multiple alternate paths in order to 

route the data packets towards the des tination end. However, no two or more 

than two sources have the same destination e.g.  clos network. 
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Further,  the efficiency of MINs is the major concern of this thesis  [1,  4-6].  A 

MIN can be made efficient when it does not have any fault or that can tran s-

mit the data in crucial faulty situations.  Therefore, the author has provided 

five fault tolerant MINs and compared the proposed MIN with the existing 

MINs.  

 

Although efficiency of a MIN depends on the various factors, but  this thesis 

mainly emphasis on the switch fault problem and gave some contribution t o-

wards the crosstalk problem. Crosstalk  [22-29] is also a crit ical  problem in 

MINs. The data packets get distortion because of crosstalk and the refore per-

formance of a MIN is degraded.  

 

2.2 Faulty Switches in Multi-stage Interconnection  

Networks 

Faults in MINs halt  the data transmission process  [30-35].  All the perfor-

mance factors like throughput, processor utilization, and processing power 

are also affected because of faulty situations  [21, 22].  

 

In this thesis, faulty situations refer to the faulty switch problem. Sending 

data packets from a source to the given destinations through MIN in critical 

fault situations are only being possible when the network is highly fault to l-

erant [36-42].  

 

Further, transmission of data packets from a source to a given destination 

through the MIN is possible in following situations:  

 

 When the network is non-faulty.  

 When the processing elements including switches are  not busy.  

 In case if the network has faulty switching elements, then it must have 

the sufficient number of alternate paths.  
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In figure 2.2, a simple 2-stage interconnection network has been shown  [7].  

 

 

 

 

 

 

 

 

 

 

Figure 2 .2 .  2 -Stage Interconnection Network .  

 

In first stage it has 2 SEs i.e. A and B. In the second stage it has SEs C and 

D. Both SEs of the first stage are connected with SE C and D of second stage.  

To send the data from source to destination, the network provides the follow-

ing alternate paths:  

 

Path1: Source-A-C-Destination 

Path2: Source-A-D-Destination 

Path3: Source-B-C-Destination 

Path4: Source-B-D-Destination 

 

If the SE A is faulty then data packets can take any route via SE B. If both 

SEs of the first  stage are faulty then data transmission will  be stopped. In 

case, if required SE is busy then data packets have to wait  for their chance. 

Therefore, it  can be said that for excellent data transmission one has to d e-

sign a MIN which has following quali ties  [43-49]:  

 

 Provides excellent communication between source and destination  

 Offers good bandwidth 

 Posses high fault tolerability  

 Takes minimum hardware cost  

 

Source Destination 

A 

B 

C 

D 
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Based on the fault  tolerability [50-54],  the author has considered two types  of  

MINs i.e. single switch fault tolerant and double switch fault tolerant. In sin-

gle switch fault tolerant MIN; the MIN can sustain a single faulty SE in each 

stage simultaneously and transmit the data packets from the given source to 

the given destination effectively [55-58].   

 

Further, the MIN that can sustain two faulty SE in each stage simultaneously  

known as double switch fault tolerant network  [7].   In literature, various fault  

tolerant MINs have been proposed. However, obtaining a highly fault tolerant 

MIN is a cri tical challenge. To increase the fault tolerability,  many INs have 

been explained in the next section.  

 

2.3 Earlier Proposed MINs 

2.3.1 Irregular Augmented Shuffle Exchange Network 

This network [20] has m stages, where m=log2N/2 and N is the size of the 

network. In the first and last stage, it  has an equal number of SEs i.e. 8 

switches in the first stage of size 3×3 and 8 swi tches in the last stage of size 

2×2. The middle stage has four SEs of size 3×3.  

 

The source address,  destination address,  multiplexer, and demultiplexer are 

represented by S, D, Mux, and Demux respectively.  This network forms a 

loop in the first stage and provides multi ple paths to avoid a fault. In IASEN, 

two SEs of each group are connected with each source and destination a d-

dress with the help of Mux and Demux respectively.   

 

Figure 2.3 shows the structure of IASEN [20]. The IASEN is an irregular in-

terconnection network with high cost and low accessibility. Routing of data 

packets in IASEN depends on condition of the network. If the network has 

faulty SEs then alternate path is used for data transmission. In each stage, the 

most suitable SE is selected for data transmission. The SE can be said suit a-

ble if  it  is free and non-faulty in order to receive a request.   
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Figure 2 .3 .  16×16 IASEN.  

 

2.3.2 Modified Alpha Network (MALN) 

MALN [21] has 𝑁  sources and 𝑁  destinations with 𝑛  = log2𝑁  stages. There 

are two subgroups in MALN. Each subgroup has N/2 sources and N/2 destin a-

tions. The network has connectivity with all the sources and destinations via 

multiplexers and demultiplexers.  Connectivity of SEs through auxiliary links 

are exists in stage n-3, n-2, and n-1. In figure 2.4, the structure of MALN is 

shown. The source address, destination address, multiplexer, and demult i-

plexer are represented by S, D, Mux, and Demux respectively.   

 

In MALN [21], routing of data packets is based on the binary values of 

source and destination addresses. MALN has two subnetworks i.e. G 0  and G1  

as shown in figure 2.4. Initially,  the MSB of the destination address is  

checked in order to select a subnetwork. After sel ecting a subnetwork, data 

packets will be sent to the appropriate SE. Appropriate SE means it is free 

and non-faulty otherwise data packets are routed through auxiliary links to 

send them on another appropriate SE.  
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Figure 2 .4 .  16×16 MALN.  

If the required SE cannot receive the data packets due to fault or any other 

problem, then the request  will be dropped. In the next step, the same process 

is repeated for further data transmission. Data packets always send to no n-

faulty SE. If all the required SEs are f aulty and then the request  will  be 

dropped otherwise send towards the given destination.  

 

2.3.3 Irregular Modified Augmented Baseline Network 

IMABN[22] stands for irregular modified augmented baseline network.   
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Figure 2 .5 .  16×16 IMABN.  

 

A 16×16 IMABN [22] is shown in figure 2.5. The source address, destination 

address, multiplexer, and demultiplexer are represented by S, D, Mux, and 

Demux respectively.  The given sources and destinations are further divided 

into two subgroups i .e. G 0  and G1 .  Every source is connected to both groups 

via multiplexers e.g.  SE A, B, C, and D exist in stage 1 and comes in su b-

group G0 .  These SEs make a conjugate subset. SE A and B make a conjugate 

pair, and SE A and C makes a conjugate pair.  

 

Similarly, SE of subgroup G 1  has the conjugate pairs.  In IMABN the size of 

each Mux and Demux are 4×1 and 1×4 respectively.  The size of each SE in 

the first stage, second stage, and third stage is 3×3, 5×5, and 2×2 respective-

ly.  SEs of middle stage also have the auxiliary links. IMABN is based on the 

irregular topology. IMABN is a dynamic interconnection network and has 

more alternate path than the MABN [22].   
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2.3.4 Irregular Modified Augmented Baseline Network-2 

Irregular modified augmented baseline n etwork-2 (IMABN-2) is a five stage 

interconnection network  [58].  

 

 

Figure 2 .6 .  16×16 IMABN-2.  

 

A 16×16 IMABN-2 is shown in figure 2.6.  The source address,  destination 

address, multiplexer, and demultiplexer are represented by S, D, Mux, and 

Demux respectively.  In IMABN-2 the size of each Mux and Demux are 2×1 

and 1×2 respectively. The size of each S E in first,  second, third,  fourth,  and 

the fifth stage is 2×3, 8×3, 3×3, 2×8, and 3×2 respectively. It follows irreg u-

lar network topology.  

 

In the routing process  [58], if a request  arrives on a SE, then it forwards it  

towards the given destination side. If the SE is faulty then request arrives on 

the non-faulty SE. There are always two possibilities, both the required SE is 

available and fault free otherwise it is not available for data transmission or 

faulty.  In the first  case, data packets move to the given SE to get  its given 

destination otherwise the request  will be dropped.   
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2.3.5 Advance Omega Network 

It  is  a blocking MIN [16]. The size of each SE in AON is 4×4 . 

 

 

Figure 2 .7 .  16×16 AON.  

 

It  is the advance version of the omega interconnection network. A 2-stage in-

terconnection network is shown in figure 2.7.  In this figure,  the source and 

destination are represented by S and D respectively. This network [16] is 

more fault  tolerant than the omega network . There are 16 sources 16 destina-

tions in figure 2.7. Designation tag routing is followed by AON in its routing 

methodology.  

 

2.4 Crosstalk in Multi-stage Interconnection Networks 

Crosstalk is the challenging problem in MINs  [27, 28, 42] .The signal to noise 

ratio is affected because of crosstalk.  It  also limited the size of a network  and 

therefore,  MIN gets deprivation  in terms of efficiency. It can be defined as:  
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“Crosstalk occurs when two signal channels interact with each other.  In 

cross talk, a small fraction of the input signal power may be detected at an-

other output, although the main signal is injected at the right output. For this 

reason, the input signal will be distorted at the output due to the loss and 

crosstalk introduced on the path [23]”. 

 

  

.   F igure 2 .8 .  Cross ta lk in an elec tro  opt ic  SE.  

 

Crosstalk is shown in figure 2.8  [29]. To overcome the crosstalk problem, 

many approaches have been proposed in literature which is explained in the 

next section. 

 

2.5 Methods to Reduce the Crosstalk in MINs 

Basically, there are two approaches which are used to red uce the crosstalk in 

MINs i.e. space domain approach and time domain approach. These ap-

proaches are explained in the next subsections .  

 

2.5.1 Space Domain Approach 

In space domain approach (SDA), a duplicate copy of a MIN is combined 

with the original MIN to minimize the crosstalk problem  [29, 42] .  
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Figure 2 .9 .  Legal  passes  to  avo id the Cross ta lk .   

 

This method requires more than the double network hardware to obtain the 

crosstalk free routes. Further, extra  SEs and links are used in SDA. There-

fore, it  can be said that the space domain is an expensive and time consuming 

approach. The legal passes  [23] are shown in figure 2.9.  

  

2.5.2 Time Domain Approach 

The time domain approach (TDA) reduces the crosstalk problem by allowing 

only one source and its corresponding destination address to be active at a 

time within a SE in the network  [ 28 ,42] .  Crosstalk is treated as a conflict in 

TDA. This approach makes its important because of various reasons like most 

of the multiprocessor system use electronic processor and optical MINs.  

 

Therefore, there is a big mismatch between the processing speeds of the ne t-

work carrying optical signals  [23-29].  In TDA, permutation and semi-

permutation is  applied to the message groups so that each group is routed in a 

different time slot . A combination matrix is obtained  by combining the given 

source and destination address .   

 

Further, message partitioning  is performed based on the combination matrix.  

The all activity is  performed so that a part icular set of messages should get  

their given destinations in the first  pass  in crosstalk free environment.  The 

other messages are passed in next passes.  There are various methods for mes-

sage partitioning e.g. window method  [23-27], improved window method [23-

29], heuristic routing algorithms  [23-29]. Message separation in window 

method is based on the bit pattern. If the bit patterns of two or more messa g-

es are same then they will be routed in the different passes .  
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This method also generates  a combination matrix.  This matrix has a window 

size M-1, here M=log2N and N is the size of network.  In window method, the 

first and last columns of combination matrix are always avoided and calcula-

tions are performed on the rest  of the columns.  Improved window method al-

ways avoids the first window and does the calculations on rest of the wi n-

dows. This method takes less time as compared to window method.  In heuris-

tic routing approach, messages can be scheduled in four ways which are as 

follows:  

 

 Schedule the messages in their increasing order.  

 Schedule the messages in their increasing order.  

 Schedule the messages in their lowest degree of conflict .  

 Schedule the messages in their highest degree of conflict .  

 

2.6 Conclusion 

In this way, the author has explained the faulty switch problem and crosstalk 

problem. Both these problem creates a negative impact on the efficiency of 

MINs. Further, he has also given a brief description of ear l ier proposed 

methods regarding both problems.  The author presents solutions against 

faulty switch problem in chapter 3 and 4. In chapter 5, he has given solutions 

against the crosstalk problem. He has mainly focused on increasing efficiency 

of MINs and therefore, he has proposed solutions in chapters 3, 4, and 5 to-

wards these problems.  
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CHAPTER 3 

COMPARATIVE ANALYSIS OF FAULT TOLERANT 

MINS BASED ON COST AND AVAILABILITY OF 

PATHS 

___________________________________________ _____________________  

 

3.1 Introduction and Motivation 

Interconnection Network (IN)  [59-65] plays a key role in providing comm u-

nication amid processors, amid processors and memory modules. M ulti-stage 

interconnection network (MIN) is a cost effective IN and therefore, it  is used 

in the parallel processing system (PPS). INs [62-65] have uniform or non-

uniform connection pattern and it classifies  the MINs to be regular or irregu-

lar respectively.  Generally,  a MIN has n=log 2N stages and each stage has N/2 

switching elements (SEs), where N is the size of the network.  

 

Basically, 2×2 SEs are used in MINs. MINs [6, 31-35] have multipath nature 

and it  yields a good fault tolerant capabil ity in the network. The bas ic idea of 

having fault tolerance is to establish multiple paths between a source and 

destination pair and the alternate path can be used in case of faults in the 

primary path [22]. In order to increase the fault tolerance, m any authors have 

proposed various network [20-22] models  with their routing algorithm.  How-

ever a unique solution has not yet obtained.  

 

3.2 Related Work 

In the present chapter, the author has proposed three new interconnection 

networks named as advance irregular augmented shuffle exchange network 

(AIASEN), irregular augmented shuffle exchange network -2 (IASEN-2), ad-

vance irregular alpha multi -stage interconnection network (AIAMIN) and 

their routing algorithms.  



22 

 

The architecture of AIASEN and IASEN-2 are based on previously proposed 

irregular augmented shuffle exchange network (IASEN). It  has been observed 

that  the AIASEN and IASEN-2 engender better fault tolerance as compared to 

IASEN [20]. In the same way,  the architecture of AIAMIN is based on prev i-

ously proposed modified alpha network (MALN)  [21]. It has been observed 

that  the AIAMIN has better fault  tolerability than the MALN. The structures 

and routing algorithms of IASEN and MALN is already discussed in chapter 

2.  

 

3.3 AIASEN 

This section gives a detail description of AIASEN.   

 

3.3.1 Structure of AIASEN 

AIASEN is a modified interconnection network with two extra stages.  This 

network has 5 stages as shown in figure 3.1 .  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3 .1 .  16×16 AIASEN .  
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The first and last  stage of the network has an equal number of SEs i.e. each 

stage has 8 SEs. The second and fourth stage consists of 2 SEs in each one. 

There are 3 SEs in the third stage. The source address, destination address, 

multiplexer, and demultiplexer are represented by S, D, Mux  and Demux re-

spectively.  In figure 3.1, i t  can be observed that 16 Mux are connected at  

source side and 16 Demux are connected at the destination side. The size of 

each mux and demux is 2×1 and 1×2 respectively.  In AIASEN, 2×2 is the size 

of each SE in first , third, and the last stage. Similarly,  8×3 and 3×8 is the 

size of each SE in second and fourth stage.  

 

In figure 3.1, each source and destination address are connected with one 

primary SE and two secondary SEs e.g.  source address 0 is  connected with 

SEs A (primary SE),  E (secondary SE) and F (secondary SE) through mult i-

plexer and destination address 0 is connected with SEs P (primary SE), T 

(secondary SE) and U (secondary SE) through demultiplexer and in the same 

way the other source and destination addresses are connected.  In this way, 

connectivity among the stages is clearly shown in figure 3.1.  

 

3.3.2 Routing Algorithm of AIASEN 

In the routing algorithm of AIASEN, first obtain the source and its  corr e-

sponding destination address. If the SEs of first, third and fifth stage ge ts the 

request and if they are faulty then request can be sent to the other 2 SEs of 

that particular stage. If the SEs of second and fourth stage gets the request 

and if they are faulty then  request can be sent to only one SE of that partic u-

lar stage.   

 

Routing Algorithm  

1.  Get the source and destination address sequentially.  

 

2. SE of first stage gets the request on any of its two input l inks through the 

multiplexer. If  this SE is faulty then send the request to the second SE of 

first stage and if the second SE is also faulty then send the request to the 

third SE of first stage through the multiplexer.  If  it  is  also faulty then drop 
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the request otherwise send the request to the appropriate  SE of next stage and 

go to step 3.  

 

3. SE of second stage gets the request on any of its eight input links from the 

SE of the first stage. If  the required SE is faulty then send the request to the 

second SE of stage 2. If the second SE is also faulty then drop the request  

otherwise send the request  to the appropriate SE of next stage and go to step 

4.  

 

4. SE of third stage gets the request on a ny of its two input links from the SE 

of second stage.  If the required SE is faulty then send the request to the se-

cond SE of stage 3.  If  the second SE has also faulty then sent  the request  to 

the third SE of stage 3. If  it  is also fault y then drop the request otherwise 

send the request to the appropriate SE of  next stage and go to step 5.  

 

5. SE of fourth stage gets the request on any of its three input links from the 

SE of third stage. If the required SE is faulty then send the request to the s e-

cond SE of stage 4. If  it  is  also fault y then drop the request  otherwise send 

the request to the appropriate S E of next stage and go to step 6 .  

 

6. SE of fifth stage gets the request on any of its two input links from the SE 

of the fourth stage. If this SE is faulty then send the request to the second SE 

of fifth stage and if the second SE is also faulty then send the request to the 

third SE of the fifth stage. If it  is  also faulty then drop the request otherwise 

go to step 7.  

 

7. Send the request  to its  destination address through the demultiplexer.  

 

8. End.  

 

3.3.2.1 Proof of Correctness 

To prove the algorithm the author has taken an example which is as follows:  
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Example 1: It is assumed that the source and destination addresses are 0 and 

3 respectively.  In this example, the author has  considered three cases which 

are as follows:  

 

Case1:  When SEs are not faulty in every stage.  

 

Algorithmic Step1: Get the source and its destination address; here th e source 

and0 destination address  is 0 and 3 respectively.  

 

Algorithmic Step2: In first stage, all the SEs are not faulty therefore , SE A 

will get the request through a multiplexer and send the request to the SE of 

the next stage.  

 

Algorithmic Step3: In the second stage, SE I will receive the request and it  

sends the request to the SE of the next stage.  

 

Algorithmic Step4: In the third stage, SE K will receive the request and it 

sends the request to the SE of the next stage.  

 

Algorithmic Step5: In the fourth stage, SE N will receive the request and it  

sends the request to the SE of the next stage.  

 

Algorithmic Step6: In the fifth stage, SE Q will receive the request and it  

sends the request to i ts destination address i.e. 3 through demultiplexer.  

 

Algorithmic Step7: End.  

 

 

Figure 3 .2 .  Sending request  from 0 to  3 .  
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In figure 3.2, the source address 0 is sending request to destination address 3 

through the intermediate SEs as explained in all the algorithmic steps. The 

request sending process is shown in figure 3.2.  

 

Case2:  When one SE of each stage is faulty.  

 

Algorithmic Step1: Get the source and its destination address; here the source 

address is 0 and its  destination address is  3.  

 

Algorithmic Step2: It  is supposed that the SE A in the first  stage is faulty 

then sending the request  to SE E through the multiplexer. SE E will send the 

request to the SE of the next stage.  

 

Algorithmic Step3: It is supposed that the SE I in the second stage is faulty 

then SE E will  send the request to SE J. Further,  SE J will send the request  to 

the SE of the next stage.  

 

Algorithmic Step4: It is supposed that the SE K in the third stage is faulty 

then then SE J will  send the request to SE L. Further, SE L will send the re-

quest to the SE of the next stage.  

 

Algorithmic Step5: It is supposed that the SE N in fourth stage is faulty then 

then SE L will send the request to SE O. Further,  SE O will send the request  

to the SE of the next stage.  

 

Algorithmic Step6: It is supposed that the SE Q in fifth stage is faulty then 

SE O will send the request  to SE T. Further, SE T will  send the request  to its  

destination address through demultiplexer.  

 

Algorithmic Step7: End.  
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Figure 3 .3 .  Sending request  from 0 to  3  through intermediate  SEs .  

 

In figure 3.3, the source address 0 is sending request to destination address 3 

through the intermediate SEs as explained in all the algorithmic steps.  SEs A, 

I,  K, N, and Q are faulty.   

 

Case3:  When two SE of stage 1, 3 and 5 are faulty and one SE of stage 2 and 

4 are faulty.  

 

Algorithmic Step1: Get the source and its destination address; here again the 

source address is  0 and its destination address is 3.  

 

Algorithmic Step2: It is supposed that the SE A and E in the first stage are 

faulty then sending the request to SE F through the multiplexer . Further, SE 

F will  send the request to the SE of the next stage.  

 

Algorithmic Step3: It is supposed that the SE J in second stage is faulty then  

SE F will send the request to SE I.  Further, SE I will send the request to the 

SE of the next stage.  

 

Algorithmic Step4: It is supposed that the SE K and L in the third stage are 

faulty then SE I will  send the request to SE M. Further, SE M will send the 

request to the SE of the next stage.  
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Algorithmic Step5: It is supposed that the SE O in fourth stage is faulty then 

SE M will send the request  to SE N. Further, SE N will  send the request to 

the SE of the next stage.  

 

Algorithmic Step6: It is supposed that the SE Q and T in fifth stage are faulty 

then SE N will send the request to SE U. Further, SE U will send the request  

to its  destination address through demultiplexer.  

 

Algorithmic Step7: End.  

 

Figure 3 .4 .  Sending request  from 0 to  3  t hrough intermediate  SEs.  

 

In figure 3.4, the source address 0 is sending request to destination address 3 

through the intermediate SEs as explained in all the algorithmic steps. The 

SEs A, E, J , K, L, O, Q and T are faulty.  In this way, data packets can be sent 

from any source to any destination through AIASEN  in faulty and non-faulty 

conditions.  
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3.3.3 Path Availability 

The IASEN provides only eight paths between a source -destination pair and 

the proposed IN has more number of paths between a source-destination pair  

[34, 36]. It is  explained in the following theorem:  

 

Theorem1: There are at least twelve paths between every source and destin a-

tion address.  

 

Proof1:  

Figure 3.5 shows the possible paths between source 2 and destination 1.  The 

generation of paths depend on the middle stages of the network.  The SEs of 

first stage are allied with 2 SEs of second stage. The SEs of second stage are 

linked with 3 SEs of third stage.  Further, the SEs of third stage are  connected 

with 2 SEs of fourth stage. Similarly, the SEs of fourth stage are connected 

with the SEs of fifth stage.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3 .5 .  Sending request  from 2 to  1  through intermediate  SEs.  
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Therefore, it  is concluded that all the paths are generated through second, 

third and fourth stages and the number of paths will  be:  

 (Number of SEs in Stage2)×(Number of SEs in Stage3)× (Number of 

SEs in Stage4)  

 (2)×(3)×(2)  

 12  

So, this fact  prove the theorem.  

 

3.3.4 Cost Analysis 

The cost  of the network is analyzed on the basis of the co mponents which are 

used in the proposed interconnection network  [20, 21, 34] . The components 

of the proposed interconnection network are SEs of different size, multiple x-

ers and demultiplexers. The cost of any hardware component is  proportional 

to the number of gate counts, which are used in it and therefore the cost of 

proposed AIASEN is calculated as follows:  

 

Total number of 2×2 SEs=19, cost=76 , 

Total number of 8×3 SEs=2, cost=48 , 

Total number of 3×8 SEs = 2, cost  = 48 , 

Total number of multiplexers =16, cost  = 32 , 

Total number of demultiplexers =16, cost = 32 . 

 

Hence, the total  cost  of AIASEN is 236 units. The total  cost of IASEN [20] is 

268 units and it is an expensive interconnection network with a limited num-

ber of paths between every pair of source and destination address and with 

limited fault tolerance capability.  The proposed interconnection network is a 

fault tolerant network with more alternate paths and with full  accessibil ity.  

 

3.4 IASEN-2 

This section gives a detail description of IASEN-2. 
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3.4.1 Structure of IASEN-2 

Irregular augmented shuffle exchange n etwork-2 is derived from Irregular  

Augmented Shuffle Exchange Network. The source address,  destination ad-

dress, multiplexer, and demultiplexer are represented by S, D, Mux  and De-

mux respectively. In figure 3.6, it  can be observed that 16 Mux are connected 

at source side and 16 Demux are connected at the destination side. There are 

16 sources and 16 destinations in IASEN-2. It has four stages. There are 8 

SEs in first and last stage  in each one.  

 

 

                                         Figure 3 .6 .  16×16 IASEN -2.  

 

In first and last stage size of each SE is 2×3 and 3×2 respectively.  Second 

and third stage consists of 2 SEs in each one. In IASEN -2, 9×3 and 3×9 are 

the size of SEs of second and third stage respectively.  In IASEN -2, the size 

of Mux is 2×1 and Demux is 1×2. Two Mux are connected with each SE of 

the first stage and two Demux are connected with each SE o f the fourth stage 
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as shown in figure 3.6 . The SEs of the first stage are connected with SEs of 

second stage, SEs of the second stage are connected with SEs of the third 

stage, SEs of third stage are connected with SEs of the fourth stage as shown 

in figure 3.6.   

 

The SEs A and B are connected with SEs E and F through  a Mux. In the same 

way, the SEs C and D are also connected with SEs G  and H. The SEs M and 

N are connected with SEs Q and R through Demux. In the same way, the SEs 

O and P are also connected with SEs S and T. In second and third stage the 

SEs are connected with each other through auxiliary links.  These links are 

shown in figure 3.6.  

 

3.4.2 Routing Algorithm of IASEN-2 

In IASEN-2, two algorithms are proposed. SA and DA are the source and de s-

tination addresses. If source and destination addresses are different then it  

will follow algorithm1. According to algorithm1, if there are more than two 

faulty SEs in first or last stage , then drop the request otherwise send the r e-

quest to the appropriate SE of that stage through a Mux. In second and third 

stage, if there is more than one SE is faulty then drop the request otherwise 

send the request to the appropriate SE of that stage. Here SE I ,  SE J ,  SEK  and 

SEL are SEs I, J , K and L respectively.  

 

Algorithm1:Routing_IASEN-2 

 

1. Begin.  

 

2. Get SA and its corresponding DA and send the request to the appropriate 

SE of first stage through Mux and go to step 3.  

 

3. The SE of first stage gets the request on any of its two input links. If this 

SE is faulty then request will be received by first alternate SE of stage1 and 

if it  is faulty then request  will be received by second alternate SE of first 
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stage through a Mux. If it  is also faulty then drop the request  otherwise send 

the request to the SE I and go to step 4.  

 

4. SE I gets the request on any of its nine inputs links. If it  is  faulty then r e-

quest will be received by SE J .  If it  is faulty then drop the request othe rwise 

send the request to SE K and go to step 5.  

 

5. SEK  gets the request on any of its three inputs links.  If  i t  is faulty then r e-

quest will be received by SE L.  If  it  is also faulty then drop the request othe r-

wise send the request to the appropriate SE of fourth stage and go to step6.  

 

6. SE of fourth stage gets the request on any of its three input links from SE K  

or SEL.  If  it  is faulty then request will be received by first alternate SE of 

fourth stage and if i t  is faulty then request will be received by second alter-

nate SE of the fourth stage through Demux. If i t  is also faulty then drop the 

request otherwise go to step 7.  

 

7. Send the request  to its  destination address through Demux. 

 

8. End.  

 

In algorithm2, the ASE 1  and ASE4  are appropriate SE of first stage and ap-

propriate SE of the fourth stage respectively.  According to algorithm2, if  

source and destination addresses  are same and both ASE 1  and ASE4  are not 

faulty then directly send the request to i ts destination through Demux other-

wise follow algorithm1.  

 

Algorithm2:Routing_IASEN-2 

If (SA and DA are same)  

{ 

If (ASE1  and ASE4  are not faulty)  

{ 

Send request from ASE 1  to ASE4 ;  

} 
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else 

{ 

Algorithm1;  

} 

} 

else 

{ 

Algorithm1;  

} 

 

3.4.2.1 Proof of Correctness 

In the proposed network, it  is shown that the SEs of all stages have the auxi l-

iary links.  Each Source has the connectivity with 3 SEs of first stage. Simi-

larly,  each destination has the connectivity with 3 SEs of final  stage.  There-

fore, the first and final stage can sustain 2 faulty SEs simultaneousl y. Fur-

ther,  stage 2 and 3 has 2 SEs in each one therefore, each stage can tolerat e 

the single faulty SE simultaneously.  This fact  is  shown in example 3.  

 

Example 3: It is supposed that the source  and destination addresses are 6 and 

5 respectively. In this example, the source and destination address are diffe r-

ent and therefore the author has followed the algorithm1.Here , two cases are 

taken into consideration which are as follows:  

 

Case1:  When SEs are non-faulty in every stage.  

 

1.  Begin.  

 

2.  According to the algorithm, the source and destination address is 6 and 5 

respectively. Now, the request is sent to SED  through Mux and algorithmic 

step 3 will  be followed. 

 

3.  In this step, SE D  will get the request on its first input link.  Now, the re-

quest is  being sent  to the SE I and algorithmic step 4 will be followed. 
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4.  SE I will get the request on its fourth input link from the SE D  and it sends 

the request to SE K  and it follows the step 5 of the algorithm. 

 

5.  Now SEK gets the request on its first input link from SE I and it send the 

request to SEO  and it  follows the step 6 of the algorithm. 

 

6.  Further,  SEO  of fourth stage gets the request on its second  input link from 

the SEK  and it follows the step 7 of the algorithm. 

 

7. The request  is sent to its destination 5 through  Demux. 

8. End.  

Case2:  When 1 SE is faulty in every stage. Suppose SEs D, I,  K and O are 

faulty in every stage. Now, according to the algorithm:  

 

1. Begin.  

 

2. As mentioned in the algorithm, the source address is  6 and destination ad-

dress is 5. Here,  algorithmic step 3 will be followed . 

 

3. It is known that SED  is faulty and therefore, the request  will be sent  to the 

first alternate SE of stage1 i.e. to SEG through a Mux. SEG will get the re-

quest on its first input  link. Now, the request  will be sent  to the SE I of se-

cond stage and algorithmic step 4 will  be followed. 

 

4. It  is known that SE I is faulty and therefore, SE J  will  get the request on its  

seventh input link from the SEG  and it  sends the request to SE K of third stage 

and follows the step 5 of the algorithm. 

 

5. It is mentioned that SE K is faulty and therefore, SE L will get the request on 

its second input link from SE J  and it  sends the request to appropriate SE O  and 

follows the step 6 of  the algorithm. 

 



36 

 

6. It is mentioned that SE O  is faulty and therefore,  SE S will  get the request  on 

its third input link from SE L and now it  will follow the step 7 of the algo-

rithm. 

 

7.  In the next step, request  is sent to its destination 5 through Demux. 

 

8.  End. 

 

In this way, data packets can be sent from any source to any destination 

through IASEN-2 in faulty and non-faulty conditions .  

 

Theorem2:  

There are at least  sixteen paths exist between every source and destination.  

 

Proof2:  

The middle stages of a network generates the alternate paths. Here SE-I has 

the 4 paths i.e. I-K, I-L, I-J-K, and I-J-L.  Similarly, SE-J also has the 4 paths 

i.e. J-K, J-L, J-I-K, J-I-L. Here, I, J , K, L are the SE. Therefore, the total 

number of alternate path will be 4×4=16 paths. To prove the theorem, the au-

thor has taken an example which is as follows:  

 

Example 4: It is supposed that source address is 6 and destination address is 

5. Now the possible paths between these addresses are as follows:  

Path1: D-I-K-O 

Path2: D-I-L-O 

Path3: D-I-K-L-O 

Path4: D-I-L-K-O 

Path5: D-I-J-K-O 

Path6: D-I-J-L-O 

Path7: D-I-J-L-K-O 

Path8: D-I-J-K-L-O 

Path9: D-J-K-O 

Path10: D-J-L-O 

Path11: D-J-K-L-O 
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Path12: D-J-L-K-O 

Path13: D-J-I-K-O 

Path14: D-J-I-L-O 

Path15: D-J-I-L-K-O 

Path16: D-J-I-K-L-O 

 

Here D, I, J , K, L and O are the SEs. It proves that IASEN -2 has sixteen 

paths between every pair of source and destination.  

 

3.4.3 Cost Analysis 

The cost [20, 21]of the proposed interconnection network can be calculated 

as follows:  

Total number of 2×3 SEs = 8, cost  = 48 , 

Total number of 9×3 SEs = 2, cost  = 54 , 

Total number of 3×9 SEs = 2, cost  = 54 , 

Total number of 3×2 SEs = 8, cost  = 48 , 

Total number of 2:1 multiplexers = 16, cost = 32 , 

Total number of 1:2 demultiplexers = 16, cost  = 32. 

 

Therefore, 268 units is the cost  of IASEN-2. The cost of IASEN [20] is also 

268 units. There are only eight paths in IASEN whereas IASEN -2 has 16 

paths between every source and destination with better fault  tolerance capac i-

ty.  

 

3.5 AIAMIN 

This section gives a detail description of AIAMIN.  

 

3.5.1 Structure of AIAMIN 

The AIAMIN is an irregular MIN and it has 16 sources and 16 destinations.  

This network has 4 stages. In the figure 3.7 , the S represents the source ad-

dress, Mux represents the Multiplexer, and Demux represents the demulti-

plexer and D represent the destination address. In first stage, it  has 8 switch-
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es of size 2 × 3.The first switch is named as A, second switch named as B, 

and in the same way the author has given names to all  the switches of the 

first stage. Each switch of the first stage is connected with a 2 × 1 Mux for 

each input link. In first stage each source address is connected with three 

switches through Mux e.g. the source address 0 is connected with SEs A, E 

and F.  

 

In the second stage, this network has 3 switches of size 8 ×2 and the first 

switch of this stage is named as I, second switch named as J, and third switch 

named as K. The switches of the first stage are connected to the switches of 

second stage through their output links , e.g. SE A is connected with SEs I,  J 

and K through its output link. In third stage, this network has two switches of 

size 3 × 8 and the first switch of this stage is named as L and second switch 

named as M.  
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                                      F igure 3 .7 .  16×16 AIAMIN.  

 

The switches of the second stage are connected to the switches of third stage 

through their output links, e.g. SE I is  connected with SEs L and M through 

its output link. In fourth stage, this network has 8 switches of size 2 × 2 and 

the first switch of this stage is named as N, second switch named as O, and 

equally the author has given names to all the switches. Each swi tch of fourth 

stage is connected with a 1 × 2 Demux for each output link.  

 

In the fourth stage, each destination address is connected with three switches 

through Demux e.g. the destination address 0 is connected with N, R and S. 

The switches of third stage are connected to the switches of the fourth stage 

through their output links, e.g.  SE L is connected to SEs N, O, P, Q, R, S, T 

and U through its output l ink.  In this way, connectivity among the stages is  

clearly shown in figure 3.7.  

 

3.5.2 Routing Algorithm of AIAMIN 

The routing algorithm is designed in such a way that  it  can send data between 

any source and destination address in both conditions, i .e.  in the absence of 

faults and in the presence of multiple faults.  In the first  step, the source and 

its destination address are selected. Now send the request to the suitable SE 

of the first stage, if i t  is faulty then followed step 7 otherwise go to step 4. In 

the next step, request is  being sent from the SE of the first stage to the SE of 

second stage. If the SEs of the second stage are faulty then algorithmic step 8 

will be followed, otherwise algorithmic step5 will be followed.  

 

Further, a request will be sent from the SE of the second stage to the SE of 

the third stage, if the SEs of third stage are faulty then algorithmic step 9 

will be followed, otherwise algorithmic step  6 will be followed. In the next 

step, request  will be sent  from the SE of third stage to the SE of the fourth 

stage. In this way, data packets can be sent from any source to any destina-

tion.  
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1. Start.  

 

2. Get the source and its destination address.  

 

3. Send the request to the appropriate SE of stage1.  If SE of stage1 is faulty 

then go to step7, otherwise go to step4.  

 

4. Now send the request from the SE of the first stage to the first SE i .e. SE I 

of stage 2. If  the SE I of stage 2 is faulty then go to step8 , otherwise go to 

step5.  

 

5. Send the request from the SE of the second stage to the SE L of stage 3.If 

the SE L is faulty then go to step 9,  otherwise go to step  6.  

 

6. Receive the request on SE L or M and go to step 10.  

 

7. Now send the request to the first auxiliary SE of stage 1 and go to step 4, 

if it  is faulty then sending the request to the second auxiliary SE of stage1 

and go to step 4, if  this SE is also faulty then drop the request and go to 

step11.  

 

8.  Now send the request to SE J and go to step 5, if SE J is  faulty then send  

the request to SE K and go to step 5, if SE K is also faulty then drop the r e-

quest and go to step11.  

 

9. Now send the request to SE M and go to step 6, if SE M is faulty then drop 

the request and go to step11 , otherwise go to step 6.  

 

10.Send the request  from SE L or M to the appropriate SE i .e. SE that  contain 

the destination address.  

11. End.  

 

3.5.2.1 Proof of Correctness 



41 

 

 To prove the algorithm the author has taken an example which is as follows:  

 

Example 5: It is  assumed that  the source and destination address is 0 and 2 

respectively.  Here, the author has  considered three cases which are as fo l-

lows:  

 

Case 1:  When SEs of stage 1, stage 2, and stage 3 are not faulty.   

 

Algorithmic Step1: Start.  

 

Algorithmic Step 2:  Get the source and its destination address, here the 

source address is  0 and its destination address is 2.  

 

Algorithmic Step 3: Request is  sent to the SE A in stage 1.  

 

Algorithmic Step 4: Request is sent to SE I from SE A. It is clearly shown in 

figure 3.8 

 

Figure 3 .8 .  Sending request  from SE A to  SE I .  

 

Algorithmic Step 5: Request is sent to SE L from SE I. It is shown in figure 

3.9.   
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Figure 3 .9 .  Sending request  from SE I  to  SE L.  

 

Algorithmic Step 6: Switch L will receive the request and algorithmic step 10 

will be followed. 

 

Algorithmic Step 7: Request is  sent to SE O from SE L. It is  shown in figure 

3.10.  

 

Figure 3 .10.  Sending request  from SE L to  SE O.  

Algorithmic Step8: End.  

 

In this way, the data packets can be sent  from source address 0 to destination 

address 2 through Demux. 

 

Case 2:  When 1 SE of stage 1 , 1 SE of stage 2 and 1 SE of stage 3 are faulty.  

It  is  supposed that  the SEs A, I,  and L are faulty.   

Algorithmic Step1: Start.  

 

Algorithmic Step2: Get the source and its destination address, here the source 

address is 0 and its  destination address is  2.  

 

Algorithmic Step3: It is assumed that SE A is faulty,  therefore , algorithmic 

step 7 will be followed and a request will  be sent to first auxiliary SE i.e. SE 

E through auxiliary links. The auxiliary links are shown by dotted lines in 

figure 3.11. 
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Figure 3 .11.  Sending request  from source 0  to  SE E.  

 

Algorithmic Step4: It  is mentioned that SE I is  faulty therefore step 8 will  be 

followed. In this step, the request will be sent from SE E to SE J as shown in 

figure 3.12. 

 

Figure 3 .12.  Sending request  from SE E to  SE J .  

Algorithmic Step5: It  is assumed that SE L is faulty,  therefore step 9 will be 

followed. In this step the request will be sent from SE J to SE M as shown in 

figure 3.13. 

 

Figure 3 .13.  Sending request  from SE J  to  SE M. 

 

Algorithmic Step6: SE M will receive the request and algorithmic step 10 

will be followed. 
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Algorithmic Step7: Request is sent to SE O from SE M as shown in figure 

3.14. 

 

Figure 3 .14.  Sending request  from SE M to  SE O.  

 

Algorithmic Step8: End.  

 

In this way data packets can be sent  source address 0 to 2 in the case of one 

faulty SE in first,  second and third stage.  

 

Case 3: When 2 SEs of stage 1, the 2 SEs of stage2 and 1SE of stage 3 are 

faulty.  It is  supposed that the SEs A, E, I,  J  and L are faulty  

 

Algorithmic Step1: Start.  

 

Algorithmic Step2: Get the source and its destination address, here the source 

address is 0 and its  destination address is  2.  

 

Algorithmic Step3: It is assumed that SE A and SE, E are faulty,  therefore ,  

algorithmic step 7 will be followed and a request  will be sent to second aux-

iliary SE i.e. SE F. The auxiliary links are shown by dotted lines in figure 

3.15. 
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Figure 3 .15.  Sending request  from source 0  to  F .  

 

Algorithmic Step4: It is mentioned that SE I and SE J are faulty,  therefore 

algorithmic step 8 will be followed. In this step ,  the request will be sent from 

SE F to SE K as shown in figure 3.16. 

 

Figure 3 .16.  Sending request  from  SE F to  SE K.  

Algorithmic Step5: It is mentioned that SE L is faulty,  therefore  algorithmic 

step 9 will be followed. In this step , the request will be sent from SE K to SE 

M as shown in figure 3.17. 
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Figure 3 .17.  Sending request  from  K to  M.  

 

Algorithmic Step6: SE M will receive the request and algorithmic step 10 

will be followed.  

 

Algorithmic Step7:  Request is sent to SE O from SE M as shown in figure 

3.14. 

 

Algorithmic Step8: End.  

 

In this way, data packets can be sent from any source to any destination 

through AIAMIN in faulty and non-faulty conditions. This  is the complete 

explanation of the proposed routing algorithm of the proposed network mo d-

el.  

 

3.5.2.2 Path Availability 

Path availability explains  [34, 36] that how many paths are available between 

the two nodes, i .e.  between a source node and destination node. The theorem1 

and 2 shows that the proposed network model has more number of paths as 

compared to the existing modified ALN.  

 

Theorem3: There are atleast  six alternate paths between every pair of source 

and destination in AIAMIN.  

 

Proof3: 

To prove the theorem, the author has taken an example which is as follows:  
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Example 6: It is supposed that  the source address is 2 and destination address  

is 12 then the possible number of alternate paths between SE B and SE T are 

as follows:  

 

Figure 3 .18.  Availab il i ty o f paths between SEs B and  T .  

 

From figure 3.18, it  is clear that there are six alternate paths between B and 

T and therefore, the above shown paths prove the theorem.  

 

Theorem4: If the SEs of stage 3 are connected through the auxiliary links 

then there are at least  twelve alternate paths between every pair of source and 

destination in AIAMIN.  

 

Proof4: 

In order to get , the more alternate path the SEs of third stage should be co n-

nected through the auxiliary links. These links are shown by dotted lines in 

figure 3.19. 
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Figure 3 .19.  AIAMIN with auxil iary l inks .  

 

Now, It is supposed that  the  source address is  2 and destination address is 12 

then the six alternate paths will be same as explained in theorem1 and anot h-

er six alternate paths are shown in figure 3.20. 

 

 

Figure 3 .20.  Availab il i ty o f extra  a l te rnate pa ths be tween SEs B and  T .  

 

The above shown paths prove the theorem.  

 

3.5.3 Cost Analysis 

The cost [21, 34] of AIAMIN is calculated in both conditions, i .e.  when it 

does not have the auxiliary links:  

The total  number of 2 × 3 SEs=8, cost=48, 

The total  number of 8 × 2 SEs=3, cost=48, 

The total  number of 3 × 8 SEs=2, cost=48, 
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The total  number of 2 ×2 SEs=8, cost=32 , 

Total number of 2: 1 multiplexers=16, cost=32 , 

Total number of 1: 2 demultiplexers=16, cost=32 . 

 

The total  cost  of the AIAMIN is 240 units.  

 

If  it  has auxiliary links then this network will have 2 SEs of 4 × 9 sizes, in-

stead of 3 × 8 sizes as shown in figure 3.19 and therefore, the cost of this 

network will  be 264 units. The total cost of MALN [21] is 240 units and it is  

a single switch fault  tolerant network and the proposed network is 2 -switch 

fault tolerant  in some stages  with more alternate paths in both cases i.e. with 

auxiliary links or without auxiliary links.  If  auxiliary links  of the network are 

used then it will be l ittle costly as compare d to the MALN and it will provide 

more alternate paths as explained in theorem  2. If auxiliary links of the net-

work are not used, then the cost  of the proposed network and MALN will be 

same.  

 

3.6 Conclusion and Future Scope of Work 

In this chapter, the author has proposed three new fault tolerant network 

models named as advance irregular augmented shuffle exchange network , i r-

regular augmented shuffle exchange network -2, and advance irregular alpha 

multi-stage interconnection network . The explanation of routing algorithms 

and theorems of AIASEN, IASEN-2, and AIAMIN show that all the proposed 

networks are good in terms of fault sustainability and cost.  

 

This chapter proves  that all the proposed networks have  more number of al-

ternate paths with full accessibility at minimum cost as compare d to the pre-

viously proposed MINs. The main advantage of the proposed MINs that they 

can establish a good communication between any source and destination a d-

dress even in the presence of multiple faults in the network. As for the future 

consideration, the author wants to design new connection pattern on the pro-

posed MINs so that  both the networks can perform efficiently in crucial  

faulty situations.   
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CHAPTER4 

COMPARATIVE ANALYSIS OF FAULT TOLERANT 

MINS BASED ON THE VARIOUS PERFORMANCE 

FACTORS  

___________________________________________ _____________________  

 

4.1 Introduction 

The applications of interconnection networks (INs) are the on chip networks, 

storage area networks, local area networks, wide area networks and many 

other networks [1-6]. IN provides the connectivity amid various components 

of a network, e.g.  connectivity between processor and memory. Multi-stage 

interconnection networks (MINs) are the prominent category of INs.  

 

MINs show their eminence since it provides high speed and reliability to all  

parallel and telecommunication applications. Omega network [16-19], ad-

vance omega network [16], and clos network [52] are the well -known exam-

ple of MINs. In general , there are N inputs and N outputs in a MIN which are 

connected via a number of switching stages. There are various issues which 

affect the efficiency of a MIN. In this chapter, the author has considered the 

issue of fault tolerance since it is the most extensively investigated topic in 

MINs. It can be understood as follows:  

 

“The basic idea for fault -tolerance is to provide multiple paths between 

source and destination so that alternate paths can be used in case of  faults  

[22] .” 

 

Further, the faulty situations in MINs  create problems for the data packets 

which are to be transmitted from the given source to the given destination.  

Here the term “faulty situations” refers to the faulty switching elements 

(SEs) in the network.  Further, the data transmission process  can be based on 

following three methods:  
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 Message unicasting 

 Message multicasting 

 Message broadcasting 

 

If the data packets are transmitted from a single source to a single destina-

tion, then it comes in the message unicasting method. If the data packets are 

transmitted from a source to an arbitrary number of destinations, then it  

comes in message multicasting method. If the data packets are transmitted 

from a source to all given destinations, then it comes in message broadcast-

ing method. In this chapter, the author has  applied message broadcasting 

technique to analyze the performance of proposed MINs.  

 

4.2 Related Work 

In this chapter, the author has proposed two new interconnection networks 

named as irregular advance omega network (IAON) and irregular augmented 

shuffle exchange network-3 (IASEN-3) and their routing algorithms.  The ar-

chitecture of IAON and IASEN-3 are based on previously proposed advance 

omega network (AON) [16] and irregular augmented shuffle exchange ne t-

work–2 (IASEN-2). The author compares the performances of MALN [21], 

IASEN-2, IAON and IASEN-3 in non-faulty and single switch faulty cond i-

tions.  

 

Single switch faulty condition means network has one faulty SE in each stage 

simultaneously. It has been observed that  the  IAON is better than the MALN 

and IASEN-2 in single switch faulty and non -faulty conditions. Further, when 

it compared with IASEN-3 then it is observed that IASEN-3 produce better 

results than the IAON. However,  IAON shows double switch fault  tolerability 

whereas IASEN-3 shows single switch fault tolerability.  Double switch fault  

tolerant means the network can sustain 2 faulty SEs in each stage simultane-

ously.  Further, the structures and routing algorithms of MALN  and IASEN-

2is already discussed in chapter 2  and 3 respectively. In table 4.1 and 4.2,  

various symbols and their meaning are defined which are used throughout the 

chapter.  
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Symbol  Meaning of Symbol  

Fir s t_Alternate_SE 1  Fir s t  a l ternate SE of stage1  

Second_Alternate_SE 1  Second  al ternate  SE of s tage1  

Fir s t_Alternate_SE 3  Fir s t  a l ternate SE of stage3  

Second_Alternate_SE 3  Second  al ternate  SE of s tage3  

SE p 1  Pr imary SE of s tage 1  

SE p 3  Pr imary SE of s tage 3  

F  Faulty  

N Size o f Network  

BW M A L N  Band wid th of MALN  

BW I A S E N - 2  Band wid th of IASEN -2  

BW I A O N  Band wid th of IAON  

BW I A S E N - 3  Band wid th of IASEN -3  

PAM A L N  Probabil i ty o f acceptance of MALN  

PA I A S E N - 2  Probabil i ty o f acceptance of IASEN -2  

PA I A O N  Probabil i ty o f acceptance of IAON  

PA I A S E N - 3  Probabil i ty o f acceptance of IASEN -3  

TT Transmission Time  

TT i _ N _ M A L N  TT of MALN of ne twork size N in  non -faulty condi t ion  

TT i _ N _ I A S E N - 2  TT of IASEN-2 of network s ize N in non -faulty  condit ion  

TT i _ N _ I A O N  TT of IAON of ne twork size N in non -faul ty condit ion  

TT i _ N _ I A S E N - 3  TT of IASEN-3 of network s ize N in non -faulty  condit ion  

TT f a u l t y _ M A L N  TT of MALN of ne twork size N in  faul ty condit ion  

TT f a u l t y _ I A S E N - 2  TT of IASEN-2 of network s ize N in faulty condit ion  

TT f a u l t y _ I A O N  TT of IAON of ne twork size N in faul ty condit ion  

TT f a u l t y _ I A S E N - 3  TT of IASEN-3 of network s ize N in faulty condit ion  

TP M A L N  Throughput o f MALN in non -faul ty condit ion  

TP I A S E N - 2  Throughput o f IASEN -2  in non-faulty condi t ion  

TP I A O N  Throughput o f IAON in non -faulty condi t ion  

TP I A S E N - 3  Throughput o f IASEN -3  in non-faulty condi t ion  

TP f a u l t y _ M A L N  Throughput o f MALN in faul ty condit ion  

TP f a u l t y _ I A S E N - 2  Throughput o f IASEN -2  in faulty condi t ion  

TP f a u l t y _ I A O N  Throughput o f IAON in faulty condi t ion  

TP f a u l t y _ I A S E N - 3  Throughput o f IASEN -3  in faulty condi t ion  

 

Table 4 .1 .Symbol Table .  
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Symbol   Meaning of Symbol  

PUM A L N   Processor  ut i l izat ion of MALN in non -faulty condi t ion  

PU I A S E N - 2   Processor  ut i l izat ion of IASEN -2 in non-faulty condit ion  

PU I A O N   Processor  ut i l izat ion of IAON in non -faul ty condit ion  

PU I A S E N - 3   Processor  ut i l izat ion of IASEN -3 in non-faulty condit ion  

PU f a u l t y _ M A L N   Processor  ut i l izat ion of MALN in faul ty condit ion  

PU f a u l t y _ I A S E N - 2   Processor  ut i l izat ion of IASEN -2 in faulty condi t ion  

PU f a u l t y _ I A O N   Processor  ut i l izat ion of IAON in faul ty condit ion  

PU f a u l t y _ I A S E N - 3   Processor  ut i l izat ion of IASEN -3 in faulty condi t ion  

PP M A L N   Processor  po wer o f  MALN in non-faulty condi t ion  

PP I A S E N - 2   Processor  po wer o f  IASEN -2 in non-faulty condit ion  

PP I A O N   Processor  po wer o f  IAON in non -faul ty condit ion  

PP I A S E N - 3   Processor  po wer o f  IASEN -3 in non-faulty condit ion  

PP f a u l t y _ M A L N   Processor  po wer o f  MALN in faul ty condit ion  

PP f a u l t y _ I A S E N - 2   Processor  po wer o f  IASEN -2 in faulty condi t ion  

PP f a u l t y _ I A O N   Processor  po wer o f  IAON in faul ty condit ion  

PP f a u l t y _ I A S E N - 3   Processor  po wer o f  IASEN -3 in faulty condi t ion  

SE-a   Swi tching e lement a  o f the network  

SE-b   Swi tching e lement b  o f the network  

SE-c   Swi tching e lement c  o f the network  

SE-d   Swi tching e lement d  o f the network  

SE-e   Swi tching e lement e  o f the network  

SE-f   Swi tching e lement f  o f the network  

SE-g  Swi tching e lement g  o f the network  

SE-h  Swi tching e lement h  o f the network  

SE-i   Swi tching e lement i  o f the network  

SE-j   Swi tching e lement j  o f the network  

SE-k  Swi tching e lement k  o f the network  

SE-l   Swi tching e lement l  o f the network  

SE-m  Swi tching e lement m of the ne twork  

SE-n  Swi tching e lement n  o f the network  

SE-o   Swi tching e lement o  o f the network  

SE-p   Swi tching e lement p  o f the network  

SE-q   Swi tching e lement q  o f the network  

SE-r   Swi tching e lement r  o f the network  

 

Table 4 .2 .Symbol Table .  
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4.3 Irregular Advance Omega Network 

This section gives a detail description of IAON. 

 

4.3.1 Structure of Irregular Advance Omega Network  

Irregular advance omega network  is derived from advance omega network 

[16]. In figure 4.1,  the source address,  destination address,  multiplexer  and 

demultiplexer are represented by S, D, Mux  and Demux respectively.  

 

 

Figure 4 .1 .16×16  IAON.  

 

In IAON, every source has connectivity with two SEs of first stage through 

auxiliary l inks.  Similarly, every destination has connectivity with  two SEs of 

third stage through auxiliary links.  The auxiliary links of second stage are 

shown by dotted lines in figure 4.1.  The network has 1 primary and 2 alte r-

nate path between every source and destination. If a SE has direct  connectiv i-

ty with any source or destination then it will be known as primary SE . If a SE 

has connectivity with any source or destination through auxiliary links then i t  

will be named as first and second alternate SE respectively.  
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Based on this assumption , it  is understood that SE a , b and c will be the pr i-

mary, first alternate  and second alternate SEs for source 0, respectively .  Sim-

ilarly, the primary, first alternate, and second alternate SEs for other source 

or destination can be obtained.  Figure 4.2 shows the redundancy graph of 

IAON. In this graph, the source and destination are shown by empty circle. In 

figure 4.2, all the SEs are depicted by black nodes.  Redundancy graph tells  

that  the IAON has the potency of good communication in faulty and non -

faulty situations.  

 

 

 

 

 

 

 

 

 

 

Figure 4 .2 .Redundancy Graph of IAON .  

 

4.3.2 Routing Algorithm of IAON 

The routing algorithm of IAON shows that how the data packets can be rou t-

ed through the network in non-faulty, single switch faulty, and double switch 

faulty conditions.  As an input, initially the user will enter the size of network 

(N) and as an output he will get the status that the transmitted data packets 

reached on N destinations or not reached.  The routing algorithm of IAON is 

shown in figure 4.3  

 

 

 

 

 

 

Destination Source 



56 

 

 

Algor i thm_IAON_Broadcast  

Input:  N  

Output:  Data Packets Successful ly Reached on N Dest ina tions or  Network Fail s  

 

BEGIN 

1.  for  i   =  0  to  N  

2 .          Source  =   i  

3 .         FIRST-STAGE (Source)  

 

FIRST -STAGE (Source)  

1 .  i f  SEP 1   ==  F  

2 .              Fir s t_Alternate_SE 1  

3 .  else SECOND-STAGE (Source)  

4 .  i f  F ir st_Al terna te_SE 1   ==  F  

5 .                                      Second_Alternate_SE 1  

6 .  else SECOND-STAGE (Source)  

7 .  i f  Second_Alterna te_SE 1   ==  F  

8 .                                          Network Fai l s    

9 .  else SECOND-STAGE (Source)  

 

SECOND-STAGE (Source)  

1 .  i f  SE-e  ==  F  

2 .              SE-f  

3 .  else THIRD-STAGE (Source)  

4 .  i f  SE-f  ==  F  

5 .             SE-g 

6 .  else THIRD-STAGE (Source)  

7 .  i f  SE-g  ==  F  

8 .              Network Fail s    

9 .  else THIRD-STAGE (Source)  

 

THIRD-STAGE (Source)  

1 .  i f  SEP 3   ==  F  

2 .              Fir s t_Alternate_SE 3  

3 .  else Col lect  data  packets on SE P 3  and Send to  N dest ina tions  

4 .  i f  F ir st_Al terna te_SE 3   ==  F  

5 .                                      Second_Alternate_SE 3  

6 .  else Col lect  data  packets on F ir s t_Alternate_SE 3  and Send to  N dest inat ions  

7 .  i f  Second_Alterna te_SE 3   ==  F  

8 .                                          Network Fai l s    

9 .  else Col lect  data  packets on Second_Alternate_SE 3  and Send to  N dest ina tions  

END 

 

 

Figure 4 .3 .Routing Algori thm of  IAON .  

This network has 3 functions which are as follows:  

 FIRST-STAGE (Source) 

 SECOND-STAGE (Source) 
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 THIRD-STAGE (Source) 

 

The main functionali ty of all  these functions is to provide a suitable path in  

such a way that in faulty or non -faulty conditions data packets can be reached 

from a given source to all N destinations.  If  it  is found that 1 SE or 2 SEs of 

a stage are faulty then data packets will arrive on another SE of that particu-

lar stage. The SE which collects the data packets will  send them towards the 

N destinations. This is the complete routing process of IAON.  

 

4.3.2.1 Proof of Correctness 

To prove the algorithm the author has taken an example which is as follows:  

 

Example 1: It is assumed that the source is 5 and data packets have to be sent 

to N destinations. In this example, the author has  considered three cases 

which are as follows:  

 

Case1:When SEs are not faulty in every stage.  

 

If  the network is non-faulty then the primary routes of source 5 will be as 

follows:  

 

Route 1:  𝑏-𝑒-𝑕,  

Route 2:  𝑏-𝑒-𝑖 ,  

Route 3:  𝑏-𝑒-𝑗 ,  

Route 4:  𝑏-𝑒-𝑘 .  

 

After reaching on SE-h, SE-i, SE-j and SE-k data packets will be transmitted 

to all the given destinations through Demux. The routes are shown by dotted 

lines in figure 4.4.  
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Figure 4 .4 .Primary Routes o f  Source 5  in IAON.  

 

Case 2: When 1 SE of each stage is faulty.  

 

Here it is assumed that SEs b, e  and h are faulty.  In this case the first alte r-

nate routes of source 5 will be as follows:  

 

Route 1:  𝑎-𝑓-𝑖 ,  

Route 2:  𝑎-𝑓-𝑗 ,  

Route 3:  𝑎-𝑓-𝑘 .  

 

In figure 4.5, it  can be seen that  SE-b has connectivity with SE-a through 

Mux. Therefore, SE-a will be the first alternate SE of stage 1 for source 5.  In 

the same way, SE-f will be the first al ternate SE of stage 2 for source 5.  In 

figure 4.5, it  can be seen that SE-h has connectivity with SE-j and SE-j .  

Hence, SE-i and SE-j will become the first al ternate SEs of stage 2.  The 

routes are shown by dotted l ines in figure 4.5.  
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Figure 4 .5 .Fir s t  Alterna te Routes  o f Source 5  in IAON.  

 

Case 3: When 2 SEs of each stage are faulty.  

 

Here it is assumed that SEs b, a,  e, f, h and i  are faulty. In this case the se-

cond alternate routes of source 5 will be as follows:  

 

Route 1:  𝑑-𝑔-𝑗 ,  

Route 2:  𝑑-𝑔-𝑘 .  

 

In figure 4.6, it  can be seen that SE-b has connectivity with SE-d through a 

Mux. Therefore, SE-d will be the second alternate SE of stage 1 for source 5.  

In the same way, SE-g will be the second alternate SE of stage 2 for source 5.  

In figure 4.6, i t  can be seen that SE-h and SE-i have connected with SE-j and 

SE-k. Hence, SE-j and SE-k will become the second alternate SEs of stage 2.  

The routes are shown by dotted lines in fig ure 4.6.  
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Figure 4 .6 .Second  Alterna te Routes o f Source 5  in  IAON.  

 

Here the author has discussed three cases. This discussion shows that th e 

proposed MIN is a double fault tolerant interconnection network means it  can 

sustain 2 faulty SEs in each stage simultaneously.  If the network has more 

than 2 faulty SE in each stage simultaneously, then the network will fail  in 

order to provide the alternate routes.  

 

Theorem: There are at least 21 routes between every source and destination 

address.  

 

Proof: In the previous subsections, it  is shown in all figures of IAON that the 

second stage of IAON unites the SEs of first stage and third stage. It means 

that the second stage is a very important stage of IAON. The other point is  

that  al l the alternate routes are generated because of second stage.  In IAON, 

when data packets come from any SE of first stage via any source, then defi-

nitely they will go on any one SE of second stage. In this case, the routes via 

SEs of the second stage will be as follows:  
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Route 1:  SE1-𝑒-SE3, 

Route 2:  SE1-𝑓-SE3, 

Route 3:  SE1-𝑔-SE3, 

Route 4:  SE1-𝑒-𝑓-SE3, 

Route 5:  SE1-𝑓-𝑒-SE3, 

Route 6:  SE1-𝑓-𝑔-SE3, 

Route 7:  SE1-𝑔-𝑓-SE3. 

 

Furthermore, it  is already discussed that every source is allied with 3 SEs of  

stage 1.  Therefore, total  available routes will be  

 

IAONR ou te  = (7 × Allied SE1),  

IAONR ou te  = (7 × 3),  

IAONR ou te  = 21.  

 

IAONR ou te  represents the total number of routes in IAON. Therefore, i t  is 

proved that the network has atleast 21 routes between every source and dest i-

nation. To understand the theorem appropriately the author has taken an e x-

ample.  

 

Example 2: It is assumed that the source is 9 and the destination is 2.  In fig-

ure 4.1, it  can be observed that source 9  has connectivity with SEs c, a and d.  

Further, a destination 2 has connectivity with SEs h, i  and j.  Therefore, the 

possible alternate routes will be as follows:  

 

Route 1:  𝑐-𝑒-𝑕,  

Route 2:  𝑐-𝑓-𝑕 ,  

Route 3:  𝑐-𝑔-𝑕 ,  

Route 4:  𝑐-𝑒-𝑓-𝑕,  

Route 5:  𝑐-𝑓-𝑒-𝑕,  

Route 6:  𝑐-𝑓-𝑔-𝑕,  

Route 7:  𝑐-𝑔-𝑓-𝑕,  

Route8: 𝑎-𝑒-𝑕 ,  
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Route9: 𝑎-𝑓-𝑕,  

Route10: 𝑎-𝑔-𝑕 ,  

Route11: 𝑎-𝑒-𝑓-𝑕 ,  

Route12: 𝑎-𝑓-𝑒-𝑕 ,  

Route13: 𝑎-𝑓-𝑔-𝑕 ,  

Route14: 𝑎-𝑔-𝑓-𝑕 ,  

Route 15: 𝑑-𝑒-𝑕 ,  

Route16: 𝑑-𝑓-𝑕 ,  

Route17: 𝑑-𝑔-𝑕,  

Route18: 𝑑-𝑒-𝑓-𝑕,  

Route19: 𝑑-𝑓-𝑒-𝑕,  

Route20: 𝑑-𝑓-𝑔-𝑕,  

Route21: 𝑑-𝑔-𝑓-𝑕.  

 

Therefore, again,  it  is proved that  there are atleast  21 routes between every 

source and destination address.  

 

4.4 Irregular Augmented Shuffle Exchange Network-3 

This section gives a detail description of IAON.  

 

4.4.1 Structure of Irregular Augmented Shuffle Exchange 

Network-3 

The structure of irregular augmented shuffle exchange n etwork-3 is based on 

IASEN–2. In figure 4.7, It can be seen that it  has 16 sources and 16 destin a-

tions, hence the size of IASEN-3 is N =16. 

 

 

 

 

 

 

 



63 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4 .7 .   16×16 IASEN -3.  

 

In figure 4.7, the source address,  destination address, multiplexer  and demul-

tiplexer are represented by S, D , Mux and Demux respectively. This is a 3-

stage MIN. In first and last stage, each source or each destination is connec t-

ed with three SEs of that particular stage,  e.g. source 11 is connected with SE 

f ,  a and d and therefore f ,  a and d are the primary, first alternate and second 

alternate SEs for source 11. In the same way, the primary, first alter nate and 

second alternate SEs for another source and destinations can be obtained. The 

size of each SE in first and third stage is 2×3 and 3×2 respectively.  In stage 

2, the size of each SE is 8×8.  

 

4.4.2Routing Algorithm of IASEN-3 

The routing algorithm of IASEN-3 is given in figure 4.8.  
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Algorithm_IASEN–3 

Input: N, Source, Destinations 

Output: Data Packets Reached Successfully or Network Fails 

BEGIN 

1. if  PSE1 == F || PSE3 == F  

2.     then  AE1 

3. else Send data packets to Next Appropriate Node  

4. if  AE1 == F  

5.     then AE2 

6. else Send data packets to Next Appropriate Node 

7. if  AE2 == F  

8.     then Network Fails 

9. if SE-i == F 

10.    then SE-j 

11. else Send data packets to Appropriate SE of Third Stage 

12. if  SE-j == F  

13.    then Network Fails 

14. else Send data packets to Appropriate SE of Third Stage 

End 

 

Figure 4 .8 .Routing algori thm of  IASEN -3.  

 

In the routing algorithm of IASEN-3,  if data packets arrive at the primary SE 

of the first stage (PSE1) or primary SE of third stage (PSE3), then that pa r-

ticular SE will be checked that whether i t  is faulty or non -faulty. If it  is no-

ticed that the required SE is faulty then the first alternate SE (AE1) of the 

first stage will get the data packets. If  AE1 is also faulty then second alte r-

nate SE (AE2) of the first stage will get  the data packets. In case all the SEs 

i.e. PSE1, AE1 and AE2 of first stage or PSE3, AE1 and AE2 of third stage 

are not responding properly then the network will  fail . If  data packets arrive 

at SE i of second stage and it is faulty then SE j of the second stage will re-

ceive the request. If it  is noticed that all the required SEs of a stage are 

faulty then the network will fai l.  Finally, it  can be said  that,  if  the required 

SEs of all three stages are in working condition, then data will be transmitted 

from the given source to  its given destinations otherwise the data transmis-
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sion process will be stopped. In the third step of the algorithm the term 

“Node” may be the SE of second stage or the given destination.  

Theorem: IASEN-3 shows single switch fault tolerability in each stage simu l-

taneously.   

Proof: To prove the theorem the author has taken an example which is as fo l-

lows:  

Example 3: It is assumed that the source is 2 and the destination is 9 and SEs 

b, i ,  and o are faulty.  In this situation the rest of the routes are as follows:  

Route 1:  2-6-Mux-d-j-k-Demux-1-9 

Route 2:  2-10-Mux-f-j-k-Demux-1-9 

Route 3:  2-6-Mux-d-j-q-Demux-13-9 

Route 4:  2-10-Mux-f-j-q-Demux-13-9 

These available paths prove that IASEN-3 is a single switch fault tolerant 

network in every stage.  

 

4.5 Performance Analysis and Simulation Results  

In this section, the author has presented all the results which he has got in 

the simulations.  The performance of MALN [21], IASEN-2 and IAON are ob-

tained in non-faulty and single switch faulty conditions. It is observed that  

IAON has better performance than the MALN and IASEN -2 in both condi-

tions. The reasons are as follows:  

i)  IAON has better bandwidth than the MALN and IASEN -2. 

ii)  If a network has good bandwidth means it will have good through-

put, good processor utilization and good processing power. Ther e-

fore IAON is better than the MALN and IASEN -2. 

iii)  It  has better probability of acceptance (PA) than the MALN and 

IASEN-2. PA of IAON is better means the packet loss probability in 

IAON is less than the MALN and IASEN -2. 

iv)  Further, IAON is double switch fault tolerant MIN means it can su s-

tain 2 faulty SEs in stage simultaneously whereas MALN and 

IASEN-2 are single switch fault tolerant MIN means these MIN s can 

sustain single faulty SE in each stage simultaneously.  
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Further, the author has compared the performance of IASEN-2, IAON and 

IASEN-3 in non-faulty and single switch faulty conditions . It is observed that  

IASEN-3 has better performance than the IASEN -2 and IAON in both condi-

tions. IASEN-3 has the same reasons of better performance as the IAON has,  

except the last (4
t h

) reason. IASEN-3 is a single switch fault tolerant ne t-

work. The author has also shown the performance of IAON in n on-faulty,  

single switch faulty and double switch faulty conditions. The author has con-

sidered the bandwidth, the probability of acceptance, transmission time, 

throughput, processor utilization, and processing power as the factor s of per-

formance. The descriptions of all these factors are given in the next subsec-

tions.  

 

4.5.1 Load Factor 

The term load factor  or request generation probability means that how much 

load is offered to the network for the data transmission.  Here, the load factor 

has 10 different values start from 0.1 and goes up to 1 by adding 0.1 in the 

previous value [16, 21, 22] .Different numbers of data packets are transmitted 

from the given source to all destinations on each value of load factor.  In thi s 

simulation the author has considered the following table:  

 

 

Load Fac tor  (p)  

Total  Number  

of  

Data packets  

0 .1   50 

0.2   100 

0.3   150 

0.4   200 

0.5   250 

0.6   300 

0.7   350 

0.8   400 

0.9   450 

1.0   500 

 

Table 4 .3 .  Load on Given Load Fac tors .  
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According to table 4.3, the author has transmitted the data packets through 

MALN, IASEN-2, IAON, and IASEN-3 in faulty and non-faulty conditions on 

each value of load factor. Here the term “faulty” means single switch faulty 

for MALN, IASEN-2, and IASEN-3. For IAON, “faulty” means single and 

double switch faulty conditions.  The size of each data packet is 1 byte in the 

simulation.  

 

4.5.2 Calculation of Bandwidth 

To calculate the bandwidth (BW), the author has applied the probabilistic 

method on MALN [21], IASEN-2, IAON and IASEN-3. To understand the 

probabilist ic method, he has given an example. It is assumed that a SE k has 

x number of input lines and y number of output lines  and therefore the size of 

the SE is x×y. When data packets arrive on SE k then it  collects  them and 

forward to other SE or destination. Hence, according to probabilistic method  

[16]: 

 

 If the data packets are not arriving on SE k then the probabili ty will be 

{1 − (𝑝/y)}.Here p is the load factor or probabil ity of data packets 

which are generated by a source.  

 If the data packets are not arriving on SE k  from “x” input l ines, then 

the probabil ity will  be {1 − (𝑝/y)}
x
.  

 If the data packets are arriving on one output line of SE k from “x” in-

put lines of SE k then the probability will be 1-{1 − (𝑝/y)} 
x
.  

 

Therefore, SE k passes the total number of data packets per unit time will be 

y – {1 − (𝑝/y)}
 x

.  A MIN consists of more than one stage and each stage has a 

certain number of SEs. Hence, the output rate of a stage will  become the in-

put rate of the next stage. Based on this phenomenon the author has calcula t-

ed the BW of MALN, IASEN-2, IAON, and IASEN-3. Basically,  bandwidth is 

the capacity of a network. It  can be defined as follows:  

 

Definition 1:  “Bandwidth is the maximum rate at which information can be 

transferred [5, 16, 21, 22] ”. 
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Based on the probabilistic method, BWof a MIN will be = (total  number of 

output lines × p) bytes/second.  

Hence, probability equations of MALN  [21]: 

𝑝        
𝑝 

 
   

𝑝       
𝑝 

 
   

𝑝       
𝑝 

 
   

𝑝        𝑝    (  
𝑝  

 
)   

          𝑝   

 

Here p1 ,  p2 ,  p3  and p4  represents the load (data packets) arrived on  the SEs of  

first, second, third, and fourth stage of MALN.  

Probability equations of IASEN-2: 
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Here p1 ,  p2 ,  p3  and p4  represents the load (data packets) arri ved on the SEs of  

first, second, third  and fourth stage of IASEN-2.  

Probability equations of IAON:  

𝑝        
𝑝 

 
   

𝑝       
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𝑝        𝑝    (  
𝑝  

 
)   

          𝑝   

 

Here p1 ,  p2 ,  and p3  represents the load (data packets) arri ved on the SEs of 

first, second and third stage of IAON.  
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Probability equations of IASEN-3: 

𝑝        
𝑝 

 
   

𝑝       
𝑝 

 
   

𝑝        𝑝    (  
𝑝  

 
)   

             𝑝   

 

Here p1 ,  p2 ,  and p3  represents the load (data packets) arri ved on the SEs of 

first, second and third stage of IASEN-3.  

 

4.5.3 Calculation of Probability of Acceptance 

It is not certain that  the total number of data packets which are transmitted 

from a source and the total number of data packets which are accepted by N 

destinations will be the same. Loss of data packets  occurs during the data 

transmission process  because of switch failure, link failure, or any other re a-

son. Therefore, the probability of acceptance (PA) gives the information that 

how many data packets will be accepted by N destinations. It  can be defined 

as follows [5,  21]:  

 

Definition 2: “Probability of Acceptance  is defined as the ratio of the ex-

pected bandwidth to the expected number of requests generated per cycle [5, 

21, 22] ”. 

 

Therefore,  PA of MALN, IASEN-2, IAON and IASEN-3 will be as follows:  

                    

                          

                    

                          

 

4.5.4 Calculation of Transmission Time 

The transmission time is the time which is taken by the data packets from any 

source to any given destination  [1-6]. To calculate the transmission time the 

author has taken some assumptions.  
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 To understand the transmission time, the author has taken a sample net-

work, which is shown in figure 4.9.  

 

 

 

 

 

 

                                         Figure 4 .9 .   Sample  Network.  

 

In figure 4.9, source and destination node is  shown by dotted circle and a sol-

id circle respectively.  It has three stages therefore;  a data packet can take any 

one route:  

Route1: Source - SE1 - SE3 - SE5 - Destination,  

Route2: Source - SE1 - SE4 - SE5 - Destination,  

Route3: Source - SE1 - SE3 - SE6 - Destination,  

Route4: Source - SE1 - SE4 - SE6 - Destination,  

Route5: Source - SE2 - SE3 - SE5 - Destination,  

Route6: Source - SE2 - SE4 - SE5 - Destination,  

Route7: Source - SE2 - SE3 - SE6 - Destination,  

Route8: Source - SE2 - SE4 - SE6 - Destination. 

 

It  is  assumed that a data packet takes 1 second from one node to another node 

in non-faulty condition. Here the nodes may be any SE or any processor.  

Therefore, the transmission time of a data packet will be 4 seconds. It means 

if the number of stages is 3 then transmission time of a data packet is  3+1=4 

seconds.  

 

Hence, if the number of stages in a MIN is q then transmission time of a data 

packet will  be:  

           

Here TT1  is the transmission time of a single data packet.  If  there are i num-

bers of data packets which are to be sent from a given source to N destin a-

tions then transmission time will  be:  

 

1 

2 

3 

4 

5 

6 

Source             Stage 1             Stage 2           Stage 3       Destination 
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Here TT i  is  the transmission time of i number of data packets. Calculation of 

TT i  can be understood by figure 4.9.  

 

 

 

                    F igure 4 .10.Calcula t ion of Data Transmiss ion Time.  

 

In figure 4.10, when a data packet will move from the SE1 to the SE2 of the 

next stage, then in the mean time the second data packet will take the rout e 

from source to SE1.Therefore, if the size of the network is 16, then transmis-

sion time will be as follows:  

              

TT i _ 1 6  is the transmission time of a network of size 16.  

 If the size of the network (N) will increase then the number of SEs in each 

stage will also increase. Therefore, the TT i  will increase. In this chapter,  

the minimum network size  is N=16 for each network . The transmission 

time for a large network will be calculated as follows:  

 

              (
 

  
  )  

Here, TT i _ N  is the transmission time of a network of size N.  

 If the network is faulty then data packets will take extra transmissi on 

time. It  is assumed that  if  k SEs are faulty then extra k  seconds will be 

taken by the data packets.  In this case the total transmission time will be 

as follows:  

                 

Here, TT fau l t y  is  the transmission time of a network in faulty condition.  

Therefore, the transmiss ion time of MALN, IASEN-2, IAON and IASEN-3 in 

non-faulty case will be as follows:  

                        (
 

  
  )  

                              (
 

  
  )  

1 Second 1 Second 
1 2 

Source                        SE1                               SE2 
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                        (
 

  
  )  

                              (
 

  
  )  

Therefore, the transmission time of MALN, IASEN-2, IAON and IASEN-3 in 

the faulty case will be as follows:  

                             

                                   

                             

                                   

In this way the author has calculated the transmission time of data packets 

which are transmitted through the MALN, IASEN-2, IAON and IASEN-3. 

 

4.5.5 Calculation of Throughput 

In a network, throughput (TP)  means the average number of data packets ac-

cepted by the given network. It depends on the bandwidth and transmission 

time of the network. It  can be defined as follows  [5,  21, 22]: 

 

Definition 3: “Throughput means the average number of cells  delivered by a 

network per unit  time [1-6, 21,22] ”. 

 

Therefore, the TP of MALN, IASEN-2, IAON and IASEN-3 in non-faulty 

conditions are as follows [5, 21, 22]:  

        
      

            
  

           
         

               
  

        
      

            
  

           
         

               
  

The TP of MALN, IASEN-2, IAON and IASEN-3 in faulty conditions are as 

follows:  
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In this way the author has calculated the throughput of  MALN, IASEN-2, 

IAON and IASEN-3. 

 

4.5.6 Calculation of Processor Utilization 

Processor utilization  (PU) means the time consumed by the processor in order 

to process the given workload. It depends on the given workload, the band-

width of the network, and transmission time. Here the term “ workload” refers 

the load factor.  It can be defined as follows  [1-6, 21, 22]:  

 

Definition 4: “Processor Utilization  is the expected percentage of  time; a  

processor is active doing internal computation without accessing the global 

memory [5,  21, 22] ”. 

 

Therefore, the PU of MALN, IASEN-2, IAON and IASEN-3 in non-faulty 

conditions are as follows [5, 21, 22]:  

        
      

 
  

           
         

 
  

        
      

 
  

           
         

 
  

The PU of MALN, IASEN-2, IAON and IASEN-3 in faulty conditions are as 

follows:  
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In this way the author has calculated the processor util i zation of MALN, 

IASEN-2, IAON, and IASEN-3. 

 

4.5.7 Calculation of Processing Power 

The calculation of processing power (PP) is based on the processors which 

are used in order to  complete the given workload. It depends on the processor 

utilization. It  can be defined as follows [5, 21, 22]: 

 

Definition 5: “Processing Power is defined as the sum of processor utiliza-

tion over the number of processors  [5, 21, 22] ”. 

 

Therefore, the PP of MALN, IASEN-2, IAON and IASEN-3 in non-faulty 

conditions are as follows [5, 21, 22]:  

                  

                        

                  

                        

Therefore, the PP of MALN, IASEN-2, IAON and IASEN-3 in faulty condi-

tions are as follows:  

                                

                                      

                                

                                      

In this way the author has calculated the processing power of  MALN, IASEN-

2, IAON and IASEN-3. 

Note: In this chapter the author has taken the assumption that when the size 

of the network will increase then the number of SEs in each stage will  i n-

crease. In his published work, he has taken the assumption that when the size 

of the network will increase then the size of SEs will increase.  
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4.5.8 Bandwidth for MALN, IASEN-2 and IAON 

In figure 4.11,  4.12, 4.13 and 4.14,  the author has shown the bandwidth of 

MALN, IASEN-2 and IAON for N=16, 32, 64 and 128 respectively.  In all  

figures,  it  is  clear that the IAON has better bandwidth than the earlier pr o-

posed MINs.  

 

 

Figure 4 .11.  Comparison of BW for  MALN, IASEN -2 and  IAON when N=16 .  

 

 

Figure 4 .12.  Comparison of BW for  MALN, IASEN -2 and  IAON when N=32 .  
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Figure 4 .13.  Comparison of BW for  MALN, IASEN -2 and  IAON when N=64 .  

 

 

 

Figure 4 .14.  Comparison of BW for  MALN, IASEN -2 and  IAON when N=128 .  

 

4.5.9 Probability of Acceptance for MALN, IASEN-2 and IAON 

In figure 4.15, the author has shown the bandwidth of MALN, IASEN -2 and 

IAON. In this figure, it  is clear that  the IAON has a better probability of ac-

ceptance than the earlier proposed MINs.  
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Figure 4 .15.Comparison of PA for  MALN, IASEN -2 and IAON.  

 

4.5.10 Throughput for MALN, IASEN-2 and IAON in Non-Faulty 

Condition 

In figure 4.16, 4.17, 4.18 and 4.19, the author has shown the throughput of 

MALN, IASEN-2 and IAON for N=16, 32, 64 and 128 respectively. In all  

figures,  it  is clear that the IAON has better throughput than the earlier pr o-

posed MINs.  Here the throughput is calculated in non -faulty condition.  

 

 

Figure 4 .16.  Comparison of TP for  MALN, IASEN -2 and  IAON when N=16  

in  Non-Faulty Condit ion .  
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Figure 4 .17.  Comparison of TP for  MALN, IASEN -2 and  IAON when N=32  

in  Non-Faulty Condit ion.  

 

 

Figure 4 .18.  Comparison of TP for  MALN, IASEN -2 and  IAON when N=64  

in  Non-Faulty Condit ion.  

 

 

Figure 4 .19.  Comparison of TP for  MALN, IASEN-2 and  IAON when N=128  

in  Non-Faulty Condit ion.  
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4.5.11 Throughput for MALN, IASEN-2 and IAON in Single Switch 

Faulty Condition 

In figure 4.20, 4.21, 4.22 and 4.23, the author has shown the throughput of 

MALN, IASEN-2 and IAON for N=16, 32, 64 and 128  respectively.  Here the 

throughput is calculated in single switch faulty condition. In all figures, it  is 

clear that the IAON has better throughput than the earlier proposed MINs.  

 

 

Figure 4 .20.  Comparison of TP for  MALN, IASEN -2 and  IAON when N=16  

in  Single Swi tch Faulty Condi t ion.  

 

Figure 4 .21.  Comparison of TP for  MALN, IASEN -2 and  IAON when N=32  

in  Single Swi tch Faulty Condi t ion.  
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Figure 4 .22.  Comparison of TP for  MALN, IASEN -2 and  IAON when N=64  

in  Single Swi tch Faulty Condi t ion.  

 

 

Figure 4 .23.  Comparison of  TP for  MALN, IASEN -2 and  IAON when N=128  

in  Single Swi tch Faulty Condi t ion.  
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Figure 4 .24.  Comparison of PU for  MALN, IASEN -2 and  IAON when N=16  

in  Non-Faulty Condit ion.  

 

 

Figure 4 .25.  Comparison of PU for  MALN, IASEN -2 and  IAON when N=32  

in  Non-Faulty Condit ion.  

 

 

Figure 4 .26.  Comparison of PU for  MALN, IASEN -2 and  IAON when N=64  

in  Non-Faulty Condit ion.  

0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

P
U

 

Load Factor 

PU When N=16 in Non-Faulty Case 

MALN

IASEN2

IAON

0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

P
U

 

Load Factor 

PU When N=32 in Non-Faulty Case 

MALN

IASEN2

IAON

0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

P
U

 

Load Factor 

PU When N=64 in Non-Faulty Case 

MALN

IASEN2

IAON



82 

 

 

Figure 4 .27.  Comparison of PU for  MALN, IASEN -2 and  IAON when N=128  

in  Non-Faulty Condit ion.  
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In figure 4.28, 4.29, 4.30 and 4.31, the author has shown the processor util i-

zation of MALN, IASEN-2 and IAON for N=16, 32, 64 and 128 respectively.  

Here the processor utilization is calculated in single switch faulty condition. 

In all figures, it  is clear  that the IAON has better processor utilization than 

the earlier proposed MINs.  

 

 

Figure 4 .28.  Comparison of PU for  MALN, IASEN -2 and  IAON when N=16  

in  Single Swi tch Faulty Condi t ion.  
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Figure 4 .29.  Comp arison of PU for  MALN, IASEN -2 and  IAON when N=32  

in  Single Swi tch Faulty Condi t ion.  

 

 

Figure 4 .30.  Comparison of PU for  MALN, IASEN -2 and  IAON when N=64  

in  Single Swi tch Faulty Condi t ion.  

 

 

Figure 4 .31.  Comparison of PU for  MALN, IASEN -2 and  IAON when N=128  

in  Single Swi tch Faulty Condi t ion.  
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4.5.14 Processing Power for MALN, IASEN-2 and IAON in Non-

Faulty Condition 

In figure 4.32, 4.33, 4.34 and 4.35, the author has shown the processing po w-

er of MALN, IASEN-2 and IAON for N=16, 32, 64 and 128 respectively.  

Here the processor utilization is calculated  in non-faulty condition. In all  

figures,  it  is clear that the IAON has better processing power than the earlier 

proposed MINs.  

 

 

Figure 4 .32.  Comparison of PP for  MALN, IASEN -2 and  IAON when N=16  

in  Non-Faulty Condit ion.  

 

 

Figure 4 .33.  Comp arison of PP for  MALN, IASEN -2 and  IAON when N=32  

in  Non-Faulty Condit ion.  
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Figure 4 .34.  Comparison of PP for  MALN, IASEN -2 and  IAON when N=64  

in  Non-Faulty Condit ion.  

 

 

Figure 4 .35.  Comparison of PP for  MALN, IASEN -2 and  IAON when N=128  

in  Non-Faulty Condit ion.  
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In all figures, it  is clear that  the IAON has better processing power than the 

earlier proposed MINs.  

 

 

Figure 4 .36.  Comparison of PP for  MALN, IASEN -2 and  IAON when N=16  

in  Single Swi tch Faulty Condi t ion.  

 

 

Figure 4 .37.  Comparison of PP for  MALN, IASEN -2 and  IAON when N=32 

in  Single Swi tch Faulty Condi t ion.  

 

0

0.1

0.2

0.3

0.4

0.5

0.6

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

P
P

 

Load Factor 

PP When N=16 in Single Switch Faulty Case 

MALN_S

IASEN2_S

IAON_S

0

0.2

0.4

0.6

0.8

1

1.2

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

P
P

 

Load Factor 

PP When N=32 in Single Switch Faulty Case 

MALN_S

IASEN2_S

IAON_S



87 

 

 

Figure 4 .38.  Comparison of PP for  MALN, IASEN -2 and  IAON when N=64  

in  Single Swi tch Faulty Condi t ion.  

 

 

Figure 4 .39.  Comparison of PP for  MALN, IASEN -2 and  IAON when N=128  

in  Single Swi tch Faulty Condi t ion.  

 

Here the author has shown the simulation results of MALN, IASEN -2 and 
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Network  PA 

MALN 

IASEN-2  

IAON 

0.561 

0.564 

0.588 

 

                         Table 4.4  

The table 4.4 clearly shows that the PA of MALN and IASEN -2 are 56.1% 

and 56.4% whereas PA of IAON is 58.8%. It  means IAON is 2.7% better than 

MALN and 2.4% better than IASEN-2 in terms of PA. 

Further, it  is observed that  performance of a network is primarily depending 

on the bandwidth because most of the factors of performance (e.g. TP, PU, 

PP) are calculated on the basis of bandwidth . Therefore,  the author has calcu-

lated the average bandwidth which is follows:  

 

N       MALN               IASEN-2                 IAON 

16       8 .983                  9 .032                     9 .420  

32       17.966                18.065                  18.840  

64       35.933                36.130                  37.680  

128     71.866               72.261                  75.360  

                           Table 4.5 

From table 4.5, it  is observed that when size of network is double d then value 

of bandwidth also gets doubled. So,  

For MALN=> 

(
     

  
)            

 

Here the size of network is 16 hence the author has taken the value 16 in d e-

nominator and multiplied by 100 to calculate the percentage.  

For IASEN-2=> 

(
     

  
)            

 

For IAON=> 

(
     

  
)            
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Again, it  is observed that IAON is 2.7% better than MALN and 2.4% better 

than IASEN-2. 

 

4.5.16 Bandwidth for IASEN-2, IAON and IASEN-3 

In figure 4.40, 4.41, 4.42 and 4.43, the author has shown the bandwidth of 

IASEN-2, IAON and IASEN-3 for N=16, 32, 64 and 128 respectively.  In all 

figures, it  is clear that the IASEN-3 has better bandwidth than the IASEN-2 

and IAON. 

 

 

Figure 4 .40.  Comparison of BW for  IASEN -2,  IAON and IASEN-3  when N=16.  
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Figure 4 .41.  Comparison of BW for  IASEN -2,  IAON and IASEN-3  when N=32.  

 

 

Figure 4 .42.  Comparison of BW for  IASEN -2,  IAON and IASEN-3  when N=64.  

 

 

Figure 4 .43.  Comparison of BW for  IASEN -2,  IAON and IASEN-3  when N=128.  
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4.5.17 Probability of Acceptance for IASEN-2, IAON and IASEN-3  

In figure 4.44, the author has shown the bandwidth of IASEN-2, IAON and 

IASEN-3 for N=16, 32, 64 and 128 respectively.  In all figures, it  is clear that 

the IASEN-3 has a better probabili ty of acceptance than the IASEN-2 and 

IAON. 

 

Figure 4 .44.Comparison of PA for  IASEN -2,  IAON and IASEN-3.  
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In figure 4.45, 4.46, 4.47 and 4.48, the author has shown the throughput of 

IASEN-2, IAON and IASEN-3 for N=16, 32, 64 and 128 respectively. Here 

the throughput is calculated in non-faulty condition. In all figures, it  is clear 

that  the IASEN-3 has better throughput than the IASEN -2 and IAON. 

 

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

P
A

 

Load Factor 

PA of IASEN2, IAON and IASEN3 

IASEN2

IAON

IASEN3



92 

 

 

Figure 4 .45.  Comparison of TP for  IASEN -2,  IAON and IASEN-3  when N=16  

in  Non-Faulty Condit ion.  

 

Figure 4 .46.  Comparison of TP for  IASEN-2,  IAON and IASEN-3  when N=32  

in  Non-Faulty Condit ion.  

 

Figure 4 .47.  Comparison of TP for  IASEN -2,  IAON and IASEN-3  when N=64  

in  Non-Faulty Condit ion.  
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Figure 4 .48.  Comparison of TP for  IASEN -2,  IAON and IASEN-3  when N=128  

in  Non-Faulty Condit ion.  
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In figure 4.49, 4.50, 4.51 and 4.52, the author has shown the throughput of 

IASEN-2, IAON and IASEN-3 for N=16, 32, 64 and 128 respectively. Here 

the throughput is calculat ed in single switch faulty condition. In all figures, 

it  is clear that the IASEN-3 has better throughput than the IASEN -2 and 

IAON. 

 

Figure 4 .49.  Comparison of TP for  IASEN -2,  IAON and IASEN-3  when N=16  

in  Single Swi tch Faulty Condi t ion.  
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Figure 4 .50.  Comparison of TP for  IASEN -2,  IAON and IASEN-3  when N=32  

in  Single Swi tch Faulty Condi t ion.  

 

 

Figure 4 .51.  Comparison of TP for  IASEN -2,  IAON and IASEN-3  when N=64  

in  Single Swi tch Faulty Condi t ion.  
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Figure 4 .52.  Comparison of TP for  IASEN -2,  IAON and IASEN-3  when N=128  

in  Single Swi tch Faulty Condi t ion.  
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In figure 4.53, 4.54, 4.55 and 4.56, the author has shown the processor util i-
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ly.  Here the processor util ization is calculated in non-faulty condition. In all  
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Figure 4 .53.  Comparison of PU for  IASEN -2,  IAON and IASEN-3  when N=16  

in  Non-Faulty Condit ion.  
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Figure 4 .54.  Comparison of PU for  IASEN -2,  IAON and IASEN-3  when N=32  

in  Non-Faulty Condit ion.  

 

 

Figure 4 .55.  Comparison of PU for  IASEN -2,  IAON and IASEN-3  when N=64  

in  Non-Faulty Condit ion.  
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Figure 4 .56.  Comparison o f PU for  IASEN-2,  IAON and IASEN-3  when N=128  

in  Non-Faulty Condit ion.  

 

4.5.21 Processor Utilization for IASEN-2, IAON and IASEN-3 in 

Single Switch Faulty Condition  

In figure 4.57, 4.58, 4.59 and 4.60, the author has shown the processor util i-

zation of IASEN-2, IAON and IASEN-3 for N=16, 32, 64 and 128 respectiv e-

ly.  Here the processor uti lization is calculated in single switch faulty condi-

tion. In all figures, i t  is cl ear that the IASEN-3 has better processor utiliza-

tion than the IASEN-2 and IAON. 

 

 

Figure 4 .57.  Comparison of PU for  IASEN -2,  IAON and IASEN-3  when N=16  

in  Single Swi tch Faulty Condi t ion.  
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Figure 4 .58.  Comparison of PU for  IASEN -2,  IAON and IASEN-3  when N=32  

in  Single Swi tch Faulty Condi t ion.  

 

 

Figure 4 .59.  Comparison of PU for  IASEN-2,  IAON and IASEN-3  when N=64  

in  Single Swi tch Faulty Condi t ion.  
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Figure 4 .60.  Comparison of PU for  IASEN -2,  IAON and IASEN-3  when N=128  

in  Single Swi tch Faulty Condi t ion.  

 

4.5.22 Processing Power for IASEN-2, IAON and IASEN-3 in Non-

Faulty Condition  

In figure 4.61, 4.62, 4.63 and 4.64, the author has shown the processor util i-

zation of IASEN-2, IAON and IASEN-3 for N=16, 32, 64 and 128 respective-

ly.  Here the processor util ization is calculated in non -faulty condition. In all  

figures, i t  is clear that the IASEN-3 has better processor util ization than the 

IASEN-2 and IAON. 

 

 

Figure 4 .61.  Comparison of PP for  IASEN -2 ,  IAON and IASEN-3 when N=16  

in  Non-Faulty Condit ion.  
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Figure 4 .62.  Comparison of PP for  IASEN -2 ,  IAON and IASEN-3 when N=32  

in  Non-Faulty Condit ion.  

 

 

Figure 4 .63.  Comparison of PP for  IASEN -2 ,  IAON, and IASEN -3 when N=64  

in  Non-Faulty Condit ion.  
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Figure 4 .64.  Compar ison of PP for  IASEN-2 ,  IAON and IASEN-3 when N=128  

in  Non-Faulty Condit ion.  
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gle Switch Faulty Condition  

In figure 4.65, 4.66, 4.67 and 4.68, the author has shown the processor util i-

zation of IASEN-2, IAON and IASEN-3 for N=16, 32, 64 and 128 respectiv e-

ly.  Here the processor uti lization is calculated in single switch faulty condi-

tion. In all figures, i t  is cl ear that the IASEN-3 has better processor utiliza-

tion than the IASEN-2 and IAON. 

 

 

Figure 4 .65.  Comparison of PP for  IASEN -2 ,  IAON and IASEN-3 when N=16  

inSingle  Swi tch Faulty Condi t ion.  
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Figure 4 .66.  Comparison of PP for  IASEN -2 ,  IAON and IASEN-3 when N=32  

inSingle  Swi tch Faulty Condi t ion.  

 

 

Figure 4 .67.  Comparison of PP for  IASEN -2 ,  IAON and IASEN-3 when N=64  

in  Single Swi tch Faulty Condi t ion.  
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Figure 4 .68.  Comparison of PP for  IASEN -2 ,  IAON and IASEN-3 when N=64  

in  Single Swi tch Faulty Condi t ion.  

 

Here the author has shown the simulation results of IASEN -2, IAON and 
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which is as follows:  

Network  PA 

IASEN-2  

IAON 

IASEN-3  

0.564 
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                         Table 4.6  
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It  means IASEN-3 is 15% better than IASEN-2 and 12.6% better than IAON 

in terms of PA. Further, it  is observed that performance of a network is pr i-

marily depending on the bandwidth because most of the factors of perfo r-

mance (e.g.  TP, PU, PP) are calculated on the basis of bandwidth.  
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Therefore, the author has calculated the average band width which is follows:  

 

N       IASEN-2              IAON                 IASEN-3  

16       9 .032                  9 .420                    11.438  

32       18.065                18.840                  22.877  

64       36.130                37.680                  45.754  

128     72.261               75.360                  91.508  

                            

                                     Table 4.7 

From table 4.5, it  is observed that when size of network is doubled then value 

of bandwidth also gets doubled. So,  

 

For IASEN-2=> 

(
     

  
)            

Here the size of network is 16 hence the author has taken the value 16 in d e-

nominator and multiplied by 100 to calculate the percentage.  

For IAON=> 

(
     

  
)            

 

For IASEN-3=> 

(
      

  
)            

Again, it  is observed that IASEN-3 is 15% better than IASEN-2 and 12.6% 

better than IASEN-2. 

 

4.5.24 Throughput for IAON in Non-Faulty, Single Switch Faulty 

and Double Switch Faulty Conditions  

In figure 4.69, 4.70, 4.71 and 4.72, the author has shown the throughput of 

IAON for N=16, 32, 64 and 128 respectively. Here the throughput is calculat-

ed in non-faulty, single switch faulty and double switch faulty condition. 

Although, the throughput is decreasing in faulty conditions still  it  performs 

well in these conditions.  
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Figure 4 .69.  Comparison of T P for  IAON when N=16 in Non-Faulty,  S ingle Swi tch  

Faulty,  and Double Swi tch Faulty  Condi t ions.  

 

Figure 4 .70.  Comparison of TP for  IAON when N=32,  in Non -Faulty,  S ingleSwitch  

Faul ty and  Double Swi tch Faulty Condit ions.  
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Figure 4 .71.  Comparison of TP for  IAON when N=64,  in Non -Faulty,  S ingle Swi tch  

Faul ty and  Double Swi tch Faulty Condit ions.  

 

Figure 4 .72.  Comparison of TP for  IAON when N=128,  in N on-Faulty,  S ingle Swi tch  

Faulty and  Double Swi tch Faulty Condit ions.  
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utilization is calculated in non-faulty,  single switch faulty and double switch 

faulty condition. Although, the processor utilization is decreasing in faulty 

conditions still  it  performs well in these conditions.  

 

 

Figure 4 .73.  Comparison of PU for  IAON when N=16,  in Non -Faulty,  S ingle Swi tch  

Faul ty and  Double Swi tch Faulty Condit ions.  

 

Figure 4 .74.  Comparison of PU for  IAON when N=32,  in Non -Faulty,  S ingle Swi tch  

Faul ty and  Double Swi tch Faulty Condit ions.  
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Figure 4 .75.  Comparison of PU for  IAON when N=64,  in Non -Faulty,  S ingle Swi tch  

Faul ty and  Double Swi tch Faulty Condit ions.  

 

 

Figure 4 .76.  Comparison of PU for  IAON when N=128,  in N on-Faulty,  S ingle Swi tch 

Faulty and  Double Swi tch Faulty Condit ions.  
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4.5.26 Processing Power for IAON in Non-Faulty, Single Switch 

Faulty and Double Switch Faulty Conditions  

In figure 4.77, 4.78, 4.79 and 4.80 , the author has shown the processing pow-

er of IAON for N=16, 32, 64 and 128 respectively.  Here the processing power 

is calculated in non-faulty,  single switch faulty and double switch faulty 

condition. Although, the processing power is decreasing in fault y conditions 

still  it  performs well  in these conditions.  

 

 

Figure 4 .77.  Comparison of PP for  IAON when N=16,  in Non -Faulty,  S ingle Swi tch  

Faul ty and  Double Swi tch Faulty Condit ions.  

 

 

Figure 4 .78.  Comparison of PP for  IAON when N=32,  in Non -Faulty,  S ingle Swi tch  

Faul ty and  Double Swi tch Faulty Condit ions.  
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Figure 4 .79.  Comparison of PP for  IAON when N=64,  in Non -Faulty,  S ingle Swi tch  

Faul ty and  Double Swi tch Faulty Condit ions.  

 

 

Figure 4 .80.  Comparison of PP for  IAON when N=128,  in Non -Faulty,  S ingle Swi tch 

Faulty and  Double Swi tch Faulty Condit ions.  
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4.6 Conclusion and Future Scope of the Work  

In this chapter,  the author has proposed two new fault tolerant network mo d-

els named as irregular advance omega network and irregular augmented shu f-

fle exchange network-3. The explanation of routing algorithms and theorems 

of IAON and IASEN-3 i llustrates that  all  the proposed networks are good in 

terms of fault sustainability and performance. The performance of all  the 

networks is based on bandwidth, the probability of acceptance, throughput, 

processor utilization and processing power.  

 

IAON and IASEN-3 gives better performance than the MALN and IASEN -2 

in non-faulty and single switch faulty co nditions. Further, it  is observed that 

IASEN-3 has better performance than IAON. However, IAON has double 

switch faulty tolerability and IASEN-3 has single switch fault tolerability.  

Performance of IAON is also calculated in double switch faulty case. It h as 

been observed that in faulty conditions, the performance of each network is 

degraded. However, all the proposed MINs are still  performing well  in faulty 

situations than the earl ier proposed MINs.  In future, the author wants to ap-

ply new connection patte rn on IAON and IASEN-3 so that both the networks 

can work effectively in crucial  faulty si tuations.  
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CHAPTER 5 

MINIMIZING CROSSTALK IN MINS 

___________________________________________ _____________________  

 

 

5.1 Introduction 

Parallel computing applications need high speed and reliabili ty. Multi-stage 

interconnection networks (MINs) accomplish this necessitates  [1-6]. General-

ly,  it  has N inputs and N outputs. N is the size of the network. It comes in the 

category of dynamic interconnection networks.  Crosstalk [42] is the major 

shortcoming of MINs. It limits the size of the network and reduces the signal 

to noise ratio.  Therefore,  it  affects the data transmission process in a neg a-

tive manner. It  is the basic reason of distortion of data packets which are 

transmitted through the network  and hence, crosstalk degrades the efficiency 

of a MIN. In this chapter, the main focus of the author is to reduce the cros s-

talk and increase the efficiency of MINs. Here, crosstalk refers to switch 

crosstalk problem. It  can be defined as follows:  

 

“Crosstalk is a situation when two paths sharing a directional coupler exp e-

rience unwanted coupling from one path to the other . Switch crosstalk is the 

most significant factor which reduces clarity of an optical signal, limits the 

size of a network and leads to e rror rate degradation [42]”. 

 

Further, the author has proposed an algorithm named as an address selection 

algorithm (ASA) and a new MIN named as destination based modified omega 

network (DBMON) in order to reduce the crosstalk problem. ASA is applied 

on original omega network and clos network. For message transmission 

through DBOMN, the author has designed its routing algorithm named as des-

tination based scheduling algorithm (DBSA).  DBSA schedules and routes the 

data packets in such a way that  the DBMON always remains crosstalk free      

for network size.  
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In table 5.1, various symbols and their meaning are defined which are used 

throughout the chapter.  

  

Symbol   Meaning of Symbol  

SA  Source  Address  

DA  Dest inat ion Address  

Address   SA and i t s  corresponding DA  

NoP  Number o f  Passes  

USW  Upper  straight  way  

LUS  Lo wer to  upper  s tra ight  way  

LSW  Lo wer s traight  way  

ULS  Upper  to  lo wer s tra ight  way  

  

                                 Table 5 .1 .  Symbol Table .  

5.2 Related Work 

In literature, various approaches have been presented against the crosstalk 

problem, e.g.  space domain approach (SDA), time domain approach (TDA).  

SDA [23-29] is an expensive approach as it  converts a network of size N×N 

into 2N×2N to minimize the crosstalk.  Further,  in TDA crosstalk is consid-

ered as a conflict .  In  this approach, data packets are passed in different time 

slots to avoid the crosstalk. The author  has considered the TDA in his re-

search work.    

Various methods are based on TDA [23-29] e.g. window method, improved 

window method, heurist ic routing algorithms.  All these methods are ex-

plained in chapter 2.   Further, a new MIN named as crosstalk free mo dified 

omega network (CFMON) has been proposed by Sonia Kaur and Neeraj 

Shukla. The detailed description of CFMON is given in the next subsection.  

 

5.2.1 Crosstalk Free Modified Omega Network   

Omega and clos are the two existing MINs which were taken as the base net-

work to construct  the CFMON. Figure 5.1 shows the structure of 8×8 CFMON 

[28]. 
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Figure 5 .1 .  8×8 CFMON . 

 

It  has N= 8 inputs and N= 8 outputs. Here N is the size of the network. The 

connectivity between the first and middle stage is same as in omega network. 

The connectivity between the middle and last stage is same as in clos ne t-

work. In CFMON [28], the routing of data packets is based on its routing a l-

gorithm. According to the algorithm, the source address (SA) which is shown 

by green color in figure 5.1 will send the data packets to their given destin a-

tion addresses (DAs) in the first pass . The rest of the SAs will send the data 

packets to their given DAs in the second pass.  

    

5.3 Address Selection Algorithm 

This algorithm deals with the scheduling of messages based on the SAs and 

their DAs. Figure 5.2 shows the ASA.  Selection of specific SAs and the ir 

DAs for data transmission depends on some mathematical  steps which are 

given in the algorithm. The addresses which can create conflict in the ne t-

work are scheduled for different time slots so that they can send the data  

packets separately or without crosstalk .  

    SA                                                                                                                                              DA 
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Address  Select ion Algor i thm (ASA)  

 

1 .  Get  the source and  dest ina tion address sequentia l ly.  

 

2 .  Make  a co mbination matr ix  o f the source  and  corresponding dest inat ion ad -  

    dress.  

 

3 .  Transform the matr ix.  A comple te  se t  o f ro ws are thus fo rmed r 0 ,  r 1….r n  ,    

   where n= total  number  of b i t s  in source and dest ina tion address.  

 

4 .  Se lec t  the middle four  rows.  

 

5 .  Pair  the ob tained rows in  set  o f  two.  

 

6 .  Add the cor responding b it s  o f each pair .  

 

7 .  Subtrac t  the result  o f the f irs t  se t  from the second se t .  

 

8 .  I f  ( resul t  <= 0)  

      Then take a  corresponding address  and  transmit  them in current  pass and  

      go to  step  9 .  

    Else  

      Store the address in  remaining_address .  

 

9 .  I f  (Confl ic t)  

       Then t ransmit  the address wi th higher  magnitude of  the confl ic t ing ad -   

       dress pair  and add the lo wer magni tude address to  the remaining_address.  

 

10.  Transmit  the remaining_address.  

 

11.  End.  
 

Figure 5 .2 .  Address Selection Algori thm .  

 

The addresses which can create conflict in the network are scheduled for di f-

ferent time slots so that they can send the data packets separately or without 

crosstalk. The term “addresses” refers to the given SAs and their DAs.   

On the large size of the network, the ASA cannot reduce the crosstalk. It is  

the l imitation of ASA. Further, to understand the ASA the author has consi d-

ered the following example  1.   
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Example 1: It is supposed that the SAs and their corresponding DAs for net-

work size (N) = 8 are as follows:  

SA   DA 

000  100 

001  011 

010  101 

011  110 

100  010 

101  001 

110  000 

111  111 

                                           

                                             Table 5 .2 .  SAs and DAs.   

Algorithmic Step1:  

Obtain the source and corresponding destination as given in table 5.2.  

 

Algorithmic Step2:  

According to the algorithm, obtain the combination matrix  as shown in figure 

5.3.  

[
 
 
 
 
 
 
 
                
                
                
                
                
                
               
               ]

 
 
 
 
 
 
 

 

 

                                     F igure 5 .3 .  Combination Matr ix .  

Algorithmic Step3:  

In this step,  transpose of the combination matrix  will be obtained . It is  shown 

in figure 5.4.  

[
 
 
 
 
 
                      
                      
                      
                      
                      
                      ]

 
 
 
 
 

 

                                        

                                     F igure 5 .4 .  Transpose of Matr ix .  
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Algorithmic Step4:  

In this step, middle 4 rows will be selected as given in figure 5.5.   

[

                      
                      
                      
                      

] 

 

Figure 5 .5 .  Se lec tion of Middle 4  Ro ws .  

 

Algorithmic Step5:  

In this step,  pairing of rows will  be performed as  shown in figure 5.3.  

r1 r2   r3 r4 

0 0   1 0 

0 1   0 1 

1 0   1 0 

1 1   1 1 

0 0   0 1 

0 1   0 0 

1 0   0 0 

1 1   1 1 

 

Table 5 .3 .  Pa ir ing of  Rows .  

Algorithmic Step6:  

Do the addit ion of r1 and r2.  Similarly add r3 and r4  as given in table 5.4.  

 

r1+r2  r3+r4 

0  1 

1  1 

1  1 

2  2 

0  1 

1  0 

1  0 

2  2 

 

Table 5 .4 .  Addi t ion of  Rows.  

 

Algorithmic Step7:  

Now, subtracts the r1+r2  from r3+r4 .  It  is given in table 5.5 .  
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          (r1+r2) - (r3+r4) 

-1 

0 

0 

0 

-1 

1 

1 

0 

 

Table 5 .5 .  Subtract ion of Ro ws .  

Algorithmic Step8:  

As given in the algorithm, the addresses which have got 0 or -1 in table 5.5  

will be transmitted in the first pass.   

 

 

Figure 5 .6 .  Transmission of Se lected  Addresses .  

 

The SAs 000, 001, 010, 011, 100 and 111 will transmit the data packets  as 

shown in figure 5.6. The rest of the SA and their DAs will be stored in a va r-

iable named as remaining_address.   

 

 

    SA                                                                                                                             DA 
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Algorithmic Step9:  

In figure 5.6,  the conflict  is shown by black arrows. After selecting the con-

flict ing SAs, i t  is required to separate the SAs f rom the confl ict ing SAs 

group based on their magni tude. If any SA has higher magnitude from its 

conflicting SA than it wil l be passed in the next pass as shown in figure 5.7.   

The SAs which has lower magnitude than the conflicting SAs will be stored 

in variable remaining_address.    

 

 

 

Figure 5 .7 .  Transmission of SAs of High Magni tude .  

 

In figure 5.7, it  can be observed that  the network has crosstalk in second SE 

of third stage.  

 

Algorithmic Step10:  

In this step, the SAs which are stored in remaining_address will transmit the 

data packets to their given DAs.  

 

Algorithmic Step11: In this way, crosstalk is minimized by the ASA . 

 

      SA                                                                                                                             DA 
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The algorithmic steps describe the process that how the ASA produces the 

crosstalk free routes.  Actually,  ASA filters the SAs and DAs based on certain 

mathematical calculation but it  cannot be used in a generalized way because 

it takes more number of passes and time in case of the network of large sizes  

Therefore, it  is  good for the network of small  size. In the next subsection, i t  is  

applied to the clos network.    

 

5.3.1 Applying ASA on Clos Network 

Clos Network (CN) [28, 52] is a multi -stage interconnection network. This is  

a nonblocking interconnection network. Generally,  the clos network has n×k 

switches in its first stage, m×m switches in its second stage and k×n switches 

in its final stage.  In first stage, each switch has n inputs and k outputs, in 

the second stage, each switch has m inputs and m outputs and in the final  

stage each switch has k inputs and n outputs. The re are n×m SAs and n×m 

DAs in CN.  

 

Figure 5 .8 .8×8  Clos Network .  

Further, k represents the total number of switches in the middle stage and the 

nonblocking condition for CN is k>= (2n-1). In figure 5.8,  a 3-stage 8×8 CN 

has been shown. Figure 5.8 shows that the value of n=2, k=4, m=4 and there-

fore, it  satisfies the nonblocking condition i.e. 4>=3. In this chapter, the au-

thor has given a unique number to every switch and therefore each switch is 

represented by a pq switch in a generalized way. Here p is  the number of 

stage and q is the number of switches. The value of p=1, 2 or 3 and the value 
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of q=1, 2….. k. Suppose, the value of p is  3 and q is 2, it  indicates the second 

switch which exists in the third stage in figure 5.8. Similarly,  one can ident i-

fy the other switches in the network.  Further,  the author has transmitted all  

the SAs to their DAs in a single pass . After passing all the SAs and their DAs 

in a single pass, i t  is  observed that the entire network has the crosstalk prob-

lem. The SE which is represented by dotted lines will be considered as con-

flicted SE. Figure 5.9 shows the conflicted SEs in the network.  

 

Figure 5 .9 .8×8  Clos Network wi th Crosstalk .  

 

To apply the ASA on clos network, the author has taken the following exa m-

ple:  

Example: 2 It is supposed that the SAs and their DAs for N = 8 are as fo l-

lows:   

SA DA 

000 111 

001 110 

010 101 

011 100 

100 011 

101 010 

110 001 

111 000 

 

Table 5 .6 .SAs and  DAs .  
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Algorithmic Step1: Get the source and destination address sequentially and 

obtained a combination matrix of source and corresponding destination ad-

dress, e.g. the source address is 000 and i ts corresponding destination address 

is 111 and therefore they will become 000111. Similarly the other combin a-

tion can be obtained. Figure 5.10 shows the combination matrix of 8×8 CN.  

[
 
 
 
 
 
 
 
      
      
      
      
      
      
      
      ]

 
 
 
 
 
 
 

 

Figure 5 .10.  Combination Matr ix .  

Algorithmic Step2: In this step obtained the transpose o f the combination ma-

trix. Figure 5.11 shows the transpose matrix of 8×8 CN.  

[
 
 
 
 
 
        
        
        
        
        
        ]

 
 
 
 
 

 

Figure 5 .11.  Transpose Matr ix .  

Algorithmic Step3: Selection of the middle 4 rows is performed is this step. 

Figure 5.12 shows the selected rows of 8×8 CN. 

[

        
        
        
        

] 

Figure 5 .12.  Se lec ted Rows.  

Algorithmic Step4: Pairing is performed in this section. It is  shown in table 

5.7.  

Row1 Row2 Row3 Row4 

0 0  1  1  

0  1  1  1  

1  0  1  0  

1  1  1  0  

0  0  0  1  

0  1  0  1  

1  0  0  0  

1  1  0  0  

 

Table 5 .7 .  Pa ir ing of  Rows .  
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Algorithmic Step5: Addition of corresponding bits is performed in thi s step.  

It  is  shown in table 5.8 .  

Row1+Row2  Row3+Row4  

0 2  

1  2  

1  1  

2  1  

0  1  

1  1  

1  0  

2  0  

 

Table 5 .8 .  Addi t ion of Corresponding Bi ts .  

Algorithmic Step6: Subtraction is performed in thi s step. It is shown in table 

5.9.  

 

(Ro w1+Row2)  -(Row3+Row4)  

-2  

-1  

0  

1  

-1  

0  

1  

2  

 

              Table 5 .9 .  Subtrac tion .  

 

Algorithmic Step7: In this step it is required to check the result, if it  is 0 or 

less than 0 then select its corresponding SA for the first pass or store the ad-

dress in the remaining_address variable for the next pass and therefore the 

SAs 000,001,010,100 and 101 will be sent in the first pass. Figure 5.13 shows 

the first pass through the clos network.  The SEs which is shown by dotted 

lines in figure 5.12 is having crosstalk. The rest of the SEs in the network is  

crosstalk free.  
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Figure 5 .13.  Fi rs t  Pass o f Se lec ted SAs and their  DAs.  

 

Algorithmic Step8: After the first  pass, check the conflicts of the first stage 

and select the source address which is high in magnitude from the conflicting 

address pair for the next pass and put the other source address in the remai n-

ing_address variable. Here the conflicting addresses are 0,  1 and 4, 5 and 

therefore, the addresses 1 and 5 will  be selected for the second pass and the 

rest of the addresses will be stored in the remaining_address variable for the 

next pass.  

 

Algorithmic Step9: In this step, transmission of the SAs and their  DAs will 

be performed which are stored in remaining_address. This variable has the 

SAs which are eliminated before the first pass and the SAs which are elimi-

nated after the first pass.  

 

Algorithmic Step10: The desired goal is  achieved.  Further, i t  is analyzed that  

the number of conflicted switches in the CN is less after the first pass of the 

ASA. The comparison between the number of conflicted switches in figure 

5.9 and figure 5.13 shows that ASA has reduced the conflicted SEs in the 

network. Therefore,  it  can be said that  the proposed algorithm can also solve 

the crosstalk problem effectively in  the nonblocking networks and it can pro-

vide the conflict  free routes in the network.  
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5.4 Destination Based Modified Omega Network 

The explanations about the destination based modified omega network 

(DBMON) are given in the next subsections .  

 

5.4.1 Structure of DBMON 

DBMON is constructed on the basis of omega network  [16-19]. However, the 

connectivity amid the stages is different.  It is shown by dotted lines in figure 

5.14. Here SA and DA are the source and destination address respectively.  

This network has m=log2N stages and there are 2
 ( m-1 )

 SEs in each stage. In 

this way, DBMON contains TSE= (log 2N×
2 m-1

) SEs. Here TSE represents the 

total number of SEs. In DBMON, PS r  represents a SE.  PS r  shows that P
t h

 SE 

exists in the r
t h

 stage of DBMON. Here P=1, 2,… 2
m-1  

and r=1, 2,… m.  

 

 

 

 

 

 

 

 

 

 

 

 

 

                                      

                                     F igure 5 .14.8×8 DBMON.  

If  the given value is  2S 3  then it indicates the second SE of the third stage in 

the network. Similarly,  the other SEs can be identified.   

 

5.4.2 Internal Routing in DBMON 

The routing process of DBMON is based on destination tag routing.  The route 

of data packets depends on their DAs. When any data packet reaches on the 

SA               PSr                                                                                          DA 
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upper input link of a SE and the given bit is 0 then the data packet will  fo l-

low the upper straight way (USW) as shown in figure 5.15 (a). When any data 

packet reaches on the lower input link of a SE and t he given bit is 0 then the 

data packet will follow the lower to upper straight way (LUS) as shown in 

figure 5.15 (b).  Further,  the vice versa is true for the bit  1  and it  is  given in 

figure 5.16 (a) and 5.16 (b) . LSW and ULS are the lower straight way and 

upper to lower straight way respectively.  

 

 

 

 

                          F igure 5 .15.  Rout ing of Bit  „0‟ in DBMON.  

 

 

 

 

 

                           F igure 5 .16.  Rout ing of Bit  „1‟ in DBMON .  

 

5.4.3 Destination Based Scheduling Algorithm  

The DBSA algorithm is the generalized form of the ASA algorithm. ASA was 

performing well for the networks of small sizes. To have a generalized solu-

tion against the crosstalk,  the author has proposed the DBMON and its  

scheduling algorithm named as a destination based scheduling algorithm  

(DBSA). DBSA performs well on DBMON for every network size. It is shown 

in figure 5.17. There are 3 user defined functions in DBSA. The function IN-

SERT-BEGINNING (head, SA, DA) shows that it  will take SAs and their DAs 

as an input. Scheduling of SAs and their DAs is performed by  the function 

EVEN-SELECTION (head) and ODD-SELECTION (head) for first and s econd 

pass respectively.  The functions EVEN-SELECTION (head) and ODD-

SELECTION (head) take the SAs which has even and odd destinations r e-

spectively.  The complexity of the DBSA is O (n).  

 

 

1 

0 

0 

(a) USW                          (b)  LUS 

1 

(a) LSW                              (b)  ULS 
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Algor i thm_DBSA  

Input:  N,  SAs and DAs  

Output:  Scheduled SAs and  DA s for  fir s t  and second  pass  

 

Begin                                                                                           

INSERT-BEGINNING (head, SA, DA) 

1. ptr.sinfo = SA  

2. ptr.dinfo = DA 

3.      if LIST IS EMPTY     

4.          ptr.next = NULL 

5.               head = ptr 

6.       else 

7.          ptr.next = head 

8.          head = ptr  

End INSERT-BEGINNING (head, SA, DA)   

  

EVEN-SELECTION(head)  

1. while head. next!=NULL 

2.                   if head.dinfo%2= = 0 

3.                               head.sinfo 

4.                               head.dinfo 

5.                    End if 

6.                           head=head.next      

   End while 

End EVEN-SELECTION (head) 

 

ODD-SELECTION(head)  

1. while head!=NULL 

2.                    if head.dinfo%2!=0  

5.                                head.sinfo 

6.                                head.dinfo 

7.                    End if 

8.                           head = head.next 

End while 

End ODD-SELECTION(head) 

End 

 

 

Figure 5 .17.  DBSA.  
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5.4.4 Path Information Algorithm 

After obtaining the schedule of given SA and their DA, it required to know 

the route of these addresses.  Path information algorithm (PIA) enlightens the 

route for each SA so that it  can send the data packets on the given DA . The 

functions EVEN-DESTINATION (N) and ODD-DESTINATION (N) give the 

routing information of even and odd DAs respectively. It is shown in figure 

5.18.  

 

 

Algor i thm_PIA  

Input:  N  

Output:  Route Informat ion  

Begin                                                  

EVEN-DESTINATION (N) 

1.    for j = 0 to N && k = 0 to N/2 

2.            DA [j] = j 

3.            SE [k] = k+1 

         End for 

End EVEN-DESTINATION (N) 

ODD-DESTINATION (N) 

1. for m = 1 to N && n=0 to N/2 

2.           DA [m] = m 

3.           SE [n] = n+1 

       End for 

End ODD-DESTINATION (N) 

End 

 

                                             F igure 5 .18.  PIA.  

 

Complexity of PIA is O (n). The sum of the complexities  of DBSA and PIA is 

2 O (n) or O (n).  

 

5.4.5 Performance Evaluation Parameters  

In this section the author has presented the factors of performance in order to 

compare the performances of CFMON and DBMON.  
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5.4.5.1 Maximum Number of Passes 

Any network takes a particular number of passes  (NOP) [28] in order to avoid 

the crosstalk for the given SAs and their DAs. The network, which takes 

small  NOP will be counted as a good network.  

 

5.4.5.2 Transmission Time (t)  

It is the time which is taken by the data packets from the given SA to given 

DA through the given network  [1-6].  

 

5.4.5.3 Maximum Transmission Time (tt) 

In this chapter,  the calculation of maximum transmission time is based on the 

following parameters:  

 

 Maximum NOP,  

 Transmission Time  

 

5.4.6 Performance Comparison of CFMON and DBMON  

Comparison of the performances of both networks is explained by the follo w-

ing example:  

 

Example 3: It is supposed that the SAs and their DAs for N = 8 are as fo l-

lows:   

 SA DA 

0 7  

1  3  

2  6  

3  2  

4  1  

5  5  

6  0  

7  4  

  

Table 5 .10  SAs and  DAs .  
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Further,  the given SAs and their DAs are passed through the CFMON. Before 

the transmission, the algorithm of CFMON is applied on the example 3 and 

the applied algorithm gives the following result for the first  pass:  

 

SA DA 

0 7  

2  6  

4  1  

6  0  

 

Table 5 .11  Fir st  Pass o f  CFMON.  

 

After observing the table 5.11 , it  can be said that the CFMON will face the 

crosstalk in 1
s t

 and 4
t h

 SEs of 3
rd

 s tage because of DAs 1, 0 and 7, 6 respe c-

tively.  Therefore, CFMON required an extra pass for the data transmission 

without the crosstalk.  The addresses which are selected for  second pass are as 

follows:  

SA DA 

1 3  

3  2  

5  5  

7  4  

 

Table 5 .12  Second Pass of CFMON .  

 

After observing the table 5.12, it  can be said that the CFMON will face the 

crosstalk in 2
n d

 and 3
rd

 SEs of 3
rd

 stage because of DAs 3, 2 and 5, 4 respec-

tively.  Therefore, CFMON required an extra pass for the data transmission 

without the crosstalk.  After applying the algorithm of CFMON on given e x-

ample,  it  can be said that CFMON requires maximum 4 passes for crosstalk 

free data transmission.   

 

Further, the given SAs and their DAs are passed through the DBMON. Before 

the transmission, the DBSA is applied on the example 3 and i t gives the fo l-

lowing result  for the first pass:  
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SA DA Alloca ted  

SE  

2  6  4  

3  2  2  

6  0  1  

7  4  3  

 

Table 5 .13  Fir st  Pass o f  DBMON.  

 

After observing the table 5.13, it  can be said that  the route of each SA is 

unique because the allocated SE for data transmission is different . The allo-

cated SEs is obtained from PIA.  

 

Therefore, crosstalk will  not occur in the network.  Moreover, the selected 

SAs and DAs will be passed through the DBMON.  It  is  shown in figure 5.19.  

The figure shows that the network is crosstalk free.  

 

 

 

 

                   

 

 

 

 

 

 

            

 

 

 

 

             Figure 5 .19.  Crossta lk Free  Fir st  Pass through DBMON .  

 

Further, the selected SAs and DAs for second pass is as follows:  

  

SA                PSr                                                                                                           DA 
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0 

 

1 
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SA DA Alloca ted  

SE 

0 7  4  

1  3  2  

4  1  1  

5  5  3  

 

Table 5 .14  Second Pass of DBMON.  

After observing the table 5.14, it  can be said that the route of each SA is 

unique because the allocated SE for data transmission is different. Here, the 

allocated SEs is obtained from PIA. Therefore,  crosstalk will  not occur in the 

network. Further, DBMON requires only 2 passes for crosstalk free data 

transmission.    

 

5.4.6.1 Comparison Based on Maximum Number of Passes  

From example 3,  it  is clear that  CFMON and DBMON require maximum 4 and 

2 passes on every network size and produce the crosstalk free routes . It is  

shown in figure 5.20.     

 

 

Figure 5 .20.  Comparison Based on Maximum NOP . 

 

5.4.6.2 Comparison Based on Maximum Transmission Time 

To obtain the maximum transmission time (TT), the author has assumed that  

the transmission time (t) of both networks is 1. Further, he has derived the 

following equation to get the TT:  

0
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3

4

5

CFMON DBMON

N
o
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Network 
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Network
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N is the size of the network. Here the minimum value of N is 8. Further,  

when the value of N will increase then the number of stages will also i n-

crease and therefore it will  increase the value of t.  Hence,  

               
 

 
   

               
 

 
   

Further, CFMON_TT [28] and DBMON_TT are the maximum transmission 

time of CFMON and DBMON respectively.  The graph of TT is shown in fi g-

ure 5.21. It has the value in terms of t.  

 

Figure 5 .21.  Comparison Based on Maximum Transmiss ion Time .  

 

The graph clearly shows that DBMON is better than CFMON against the 

crosstalk problem because it takes less number of passes, less transmission 

time than the CFMON and produce the crosstalk free routes .   

 

5.4.6.3 Comparison Based on Throughput 

The bandwidth (BW) of CFMON is calculated as follows:  

 

The bandwidth of DBMON is calculated as follows:  
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The comparison in bandwidth  (when N=16) is shown in table as follows: 

p       CFMON       DBMON  

0.1     1 .4518          1 .4513 

0.2     2 .6485          2 .6452 

0.3     3 .6410          3 .6318 

0.4     4 .4685          4 .4505 

0.5     5 .1615          5 .1323 

0.6     5 .7441          5 .7020 

0.7     6 .2351          6 .1791 

0.8     6 .6496          6 .5794 

0.9     6 .9999          6 .9154 

1.0     7 .2955          7 .1974 

    Table 5 .15  BW Comparison   

 

From table 5.15, it  is clear that CFMON has better bandwidth than the 

DBMON. Further, to obtain the throughput (TP) the author has transmitted 

the data packets through CFMON and DBMON. The number of data packets 

on each probabilistic value is  shown in table 5.16.  

 

                Table 5 .16  Load on given Load Factors  
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Therefore ,  the throughput  o f CFMON and DBMON is  sho wn in figure 5 .22.  

 

         F igure 5 .22  TP Comparison when N=16  

 

From figure 5.22, it  is clear that CFMON has better throughput than DBMON 

on each load factor (p).  

 

5.5 Conclusion and Future Scope of the Work 

Throughout the chapter, the author has discussed about the crosstalk  because 

it is the cri tical issue in MINs.  The whole performance of the network is also 

tarnished because of crosstalk. Earlier proposed approaches provide solutions 

against the crosstalk however, these solutions are not so effective.  In this 

chapter the author has presented , ASA which is applicable on omega and clos 

networks.  

 

ASA is effective only for the networks of small sizes. To remove the limit a-

tion of ASA the author proposed  DBMON with its scheduling algorithm. The 

proposed network is a generalized solution against the crosstalk problem. It  

gives better performance than the CFMON in terms of maximum NOP and 

maximum transmission time. However, in terms of BW and TP, CFMON is 

more better than the DBMON. In future, the author wants to design the 

scheduling algorithm for the original omega network in orde r to obtain the 

crosstalk free routes in minimum number of passes  and in minimum transmis-

sion time. The authos also wants to design a new network that has better  

bandwidth and throughput with minimum crosstalk.  
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CHAPTER 6 

CONCLUSION AND FUTURE WORK 

___________________________________________________________________________ 

 

Increasing efficiency of a MIN is a crit ical challenge. Various performance 

factors are equally responsible for measuring the efficiency of a MIN. The 

research challenges which become the factors of low performance should be 

improved to obtain a good MIN. This thesis has paid its full at tention to 

problem of switch fault and gave a lit tle contribution to the problem of cros s-

talk. Both these problems decrease the efficiency of the MIN.   

 

Further, in faulty switch problem, the network should provide the alternate 

path to the data packets. Various aspects have their signi ficant role in design-

ing a highly fault tolerant MIN e.g. cost , bandwidth, and probability of a c-

ceptance, throughput, processor utilization, and processing power. Previously 

proposed MINs do not posses all the aspects perfectly.  In chapter 3, the au-

thor has proposed the AIAMIN, AIASEN, and IASEN -2. The AIAMIN is 

compared with the MALN. AIASEN and IASEN -2 are compared with IASEN. 

In chapter 3, it  is shown that the proposed MINs have better fault tolerabili ty 

than the previously proposed MINs.  

 

In chapter 4, the author has proposed the IAON and IASEN -3. In this chapter, 

the author has compared the performances of IAON with MALN and IASEN -2 

in single switch faulty and non-faulty conditions. It  gives better performance 

in both conditions than the MALN and IASEN-2. Further, the performance of 

IASEN-3 is compared with the IAON and IASEN-2 in single switch faulty 

and non-faulty conditions. It  is found that IASEN-3 is better than the IAON 

and IASEN-2 in both conditions. The chapter 4 also shows the perf ormance 

of IAON in non-faulty,  single switch faulty, and double switch faulty cond i-

tions. All the presented results of chapter 4 show that if the number of faulty 

switching elements will increase than the performance of the network will  

decrease.   
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In chapter 5, the author has addressed the crosstalk problem. It degrades the 

performance of a network. To reduce the crosstalk a lot of algorithms were 

proposed. The author has proposed address selection algorithm which is a p-

plicable on omega and clos network. Th e problem with address selection a l-

gorithm is that it  does not perform well for the network of large sizes. Ther e-

fore, the author has proposed the destination based modified omega network 

and its scheduling algorithm called the destination based scheduling  algo-

rithm. Results of chapter 5 show that DBMON is better than the CFMON in 

terms of maximum number of passes and minimum transmission time.  

 

In this way, the author has given his solutions in order to reduce the both 

problems and published his research work in this regard.      

 

In future,  the author wants to work on the following issues:  

 Applying new connection pattern on the proposed MINs to handle the crit-

ical faulty switch problem.  

 Designing a new scheduling algorithm for the original omega network to 

obtain the crosstalk free routes in the minimum number of passes and  

minimum transmission time.        

 Designing a network that can handle both the problems, i .e.  crosstalk and 

faulty situations  simultaneously.   

 Try to focus on the other issues of MINs like load balanc ing, routing in 

MINs etc.  
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