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a) Explain how the Floyd-Warshall algorithm detects the pm$enf:e of a negative weight
cycle in a graph. (2 marks)

b) Consider the following directed graph with 4 \erUces Use the Floyd-Warshall
algorithm to compute the final distance mamx Ako, state whether the graph
contains a negative weight cycle. (3 mar ks)

012023
0 [0 15« ]
1 [ew 0-1 o]
2w @ 0 -1]
3[-1w o 0]

1.2

Given the recurrence relation:
T(n) = 2Tw?2) + nlog n

a) Use the Rec11rsi6i1 Tree Method to guess the time complexity of the recurrence.
Show the pattem plearly (2 marks)
b) State whethel Master’s Theorem can be applied to this recurrence. Il yes, solve it
dnes using the theorem; if not, explain why. (2 marks) i 5 Bohesy)
6) 13} gl
Youware given the following weighted undirected graph:
Vertices: {A, B, C, D, E}
Edges with weights: ,
A-B(1),A-C(3),B-C(1),B-D#),C-D(1),D-E(2),C-E(5)

a) Using Kruskal’s algorithm, construct the Minimum Spanning Tree (MST). Show
the order in which edges are added and justify cycle checks using the Union-Find
approach. (’6 1narks)

b) Using Prim’s algorithm, construct the MST starting from veriex A. Show the step-
by-step process of selecting the next minimum edge and the vertices included at
each step. (3 marks)
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a) Write the average case {ime corvplexity of the following sorting algorithins:
i) Bubble Sort (1 mark)
i) Ingertion Sort
1ii) Selection Sort
iv) Heap Sort
b) Briefly explain why Feap Sori o more efficient than Bubble Sort for large datasets,
(1 mark)
o)Which of the above alporithmes s best suited for nearly sorted data, and why? (1
mark)

3.1

S —

1
a) Deline the following conpanity clazses with clear distinctions: (3 marks)
P, NP, NP-compleie, WP-havd /
b) Supposs a new aigorithe: i3 discovered that solves an NP-complete problem in |, ;
‘ polynomial fime. et ! |
j : \lﬁ,-frrn|f P ';;n'l! ailiadak ofilio 11 L;‘:.':u ‘.f‘) ‘m;; ; : :
E : 5 k‘. Tain = A F ‘L
| l==wrs .xr: - —
T * - ¥ 1 i
[ | - | i
i I a) identify which algorithm design paradign: (Divide and Conquer, Gréedy, or ~
i | Dynamic Programiming) is bost suited for solving the following p Bblems, Justify your ’
p ! answer briefly. (1 msric) ’
i) Merge Sort
i) Fractiona! Knapsack Probizin j
| 4
A (s | - t - Y = ¥ H !
: by Briefiv explain hiew ihe § e saigh Coroper ayrroach 18 applied in solving the | |
e Maximum Snbareay Problesy (Kadano's slgoffinm. (imari) s e ?
i 4.1 s 3 g | ;
i T e oiven the Tallovins items. vach | Tk veioht and a value, and 8 koansack t i
You are given the follovring items, vach with o weight and a value, and a kuapsack i ; !
[ wilh a capacity of 3 units =, i [ :
i i ; 3 |
! | Item Weight Valac | |
> i
| l ‘ ‘
| ! ?
‘ | | 8 |
!
e |
! {2 3 ¢ -
| | ,
! {35y 147 ;
| 1) Constraet the dynamic programming table used to solve the 0/1 Knapsack problem | |
i the given data. (3 marke) ! |
i ) Frofn the table, determine the mends valie that can be obtained and list the tems | i ! 1‘
| wighieded in thie optimal soluiion. {450y ‘ |
[%d:2 i i 3
! | a) List any thyee essential charactevisties of 2 pood algorthm. (1 mark) . ;
1 | 1) Detine the foliowing asymptotic noiations and cxpiaii what aspect of algorithm : l
i | nerformance they represent; ! 3
| 1) Big-0(0) 5 '
| { i) Big-€Q (Omega) i ol
i wen . eyl L x H
| ‘ i1} Big-© (Theta) (2 wavk) ! I
| | ¢) Describe the differcace between heat- oo ves ageeease, and warsi-ease tine f
| 5

| complexity with an exawple. {1 niavt
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