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SUMMARY

In the contemporary world, we need to have efficient security systems in order to
protect our valuables and assets. Also, in situations where an organisation may not
want infruders in their premises; an office may need an automatic system to record the
attendance of their employees, etc. We require systems that can distinguish an
individual on the basis of some unique characteristics (such as a palm, a finger-print,
eye retina, etc.) and hence decide whether to grant an access to the person. Biometrics

is one of the emerging branch of study that deals in such kind of systems.

This project deals with the biometric identification and security and the features that
we exploited for this purpose are the principal lines present on the palm of an

individual.

We have developed a software which extracts the palm region form a human hand,
calculates some parameters mathematically using principal lines that differentiate one
palm from another and then verifies it against a database which contains the palms of
the registered users. Then, based on the results obtained, it decides whether the

individual should be allowed access to the system or not.

The code is in two parts. The first part is meant for Database Formation and the
second for Pattern Matching . With the help of Database formation, one can register a
user for an access to the system whenever he needs to do so and the code for pattern

matching will be needed for comparing an input palm against all those present in the

database.

[ AYUSH MADAN Dr. VINAY KUMAR
| JASDEEP SINGH BHATIA

Date:- May 9, 2011
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CHAPTER 1: INTRODUCTION

1.1 OBJECTIVE

The objective of our project was to detect the palm pattern and then verify it against a
pre registered pattern to authenticate an individual for access to a system thereby

ensuring security of the system.

The design methods proposed till now are based on vein and ridge patterns. The
problem with these techniques is that they produce anomalous results because of the
change in vein and ridge patterns with time. In addition to that, they are very time

consuming, difficult and costly to design[3].

We have developed and designed a software system which can be used to recognize
palms for various purposes. The design we propose is based on the mathematical
features present on the palm. The design methodology is based only on the principal
lines of the hand. We have formed some definite patterns through the principal lines

which are unique for each palm. Figure 1 shows the principal lines of a palm.

Heait Lin

Head Line

Figure 1.1: Principal lines



1.2 CONCEPTION

’ Palm recognition has become increasingly prevalent in modern biometric
identification and verification systems. It is an approach which uses the biological
features inherent in the palm of each individual. The basic idea behind authentication
through palm recognition is that no two palms are alike!'”. As palms have both

uniqueness and permanence, they can be used as a trusted form of identification .

Of all the biometrics studied, palm-print has an advantage over other biometrics such
as voice and face recognition where uniquencss between people is doubtful or
fingerprint and iris pattern where high-resolution images are required'”. Palm-prints
are unique between people and relatively low-resolution images will suffice.
Moreover, palm is less prone to injuries. It is easy to use as it has fewer intrusions as

compared to other scans. It is also resistant to spoofing.

} Palm recognition technique can be used for security enhancement, authentication

purposes and in some other large scale management systems.

1.3 ADVANTAGES

Iris and fingerprint recognition are the other two most commonly used biometric
identification systems. Palm pattern has an edge over them as it is less prone to
injuries. Also, palm pattern is more consistent as compared to change in facial
features. It is more easy to use. Palm has less intrusions as compared to other scans
especially when the detection is done only using the principal lines present on the
palm!®. It is important to note that the sensor cost for capturing palm features is very

less as compared to other biometric systems.

R

1.4 FEW DEFINITONS

Image:

; An image is an array, or a matrix, of square pixels (picture elements) arranged in

9




columns and rows.[!”)

; Point operations:
These operations map the pixel values without changing the size, geometry, or local
structure of image. Every new pixel is dependent only on its previous pixel value, and
not on any other neighbour vatue, '”!
Filter operations:

Filters use more than one pixel to calculate new pixel value. The new pixel value is at

the same location as the reference point.!'”!




1.5 BLOCK DIAGRAM

- PATTERN
PAMINRCE H H FCRVETICN

Frese|: mege Insartedto Detebase

|

T PAMBTRAOTION

’ PATTERN
PAIMINACE ADFEATLRE :
MATCHING
AJTHENTICATICN

Figure 1.2: Block diagram to carry out palm recognition using principal lines




1.6 WORK/METHODOLOGY

The first step was to get a pool of palm images. For uniformity, we obtained images of

448*336 pixels under similar light conditions.

The project has been divided into 4 separate modules,

1) Palm extraction

2) Edge detection

3) Pattern formation

4) Database formation and Pattern matching

All the modules of the project have been implemented and are discussed below.

? 1.7 SOFTWARE USED:-

e We have used MATLAB 7.1 in this project.

i MATLAB is a high-performance language for technical computing. It
: provides an casy-to-use and interactive environment. Coding becomes simpler.

Inbuilt image processing functions.

. ¢ For database handling, we have used Microsoft MS-Excel 2003.




CHAPTER 2:- PALM EXTRACTION

The actual palm area is called the region of interest (ROI) as depicted in figure 2.1.
We use the ROI to analyze a palm image and further obtain all the parameters

characteristic to that palm.

Figure 2.1: ROI

Initially, we tried to extract the palm from the scanned image itself. We tried out
finding the discontinuities in the hand image using Harris corner detection!®. From
these discontinuities, we found out the ROI. The results obtained were neither
consistent nor appropriate (Figure 2.2). The problems faced were that the detector did

not produce uniform results and gave unwanted points of discontinuities.

—

S

Figure 2.2: Results using Harris detector
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After the failure of initial efforts, we tried an iterative approach on a binary image of
the palm by dynamically increasing square matrix to find the largest black portion in

binary form of the original image. Figure 2.3 illustrates this technique.

In this approach, we found the location of the pixel with co-ordinates (am, bm). These
co-ordinates were used to extract the required black portion; which is essentially a

square, consequently giving us the extracted palm. Since it is a dynamic approach, the

ROI generated varies from sample to sample.

Figure 2.3: Approach for ROI

The foremost step in this approach was to get an outline of the hand for which we

used the combination of laplacian and prewitt filters!'!],

Laplacian filter:

0 1 0
1 -4 1
0 1 0

The Laplacian filter makes zero the arcas of the image where the intensity changes are
smooth. When the variation of the intensities is not smooth, the Laplacian returns
non-zero values. The less smooth the variation of the intensities, the higher in

7




R

absolute value the results of the Laplacian filter. The Laplacian filter also detects the

edges of the image.
Consider a 1-dimensional image with three pixels with intensities a, b, ¢.
[a b c]
The intensity changes between a, b, ¢ are given by the differences
b-a, c-b
The variation of the intensity changes is given by the difference
(c—b)—(b—a)'—'—“c—2b.+a
This difference can be written as the convolution of the image
[a b c]
by the mask
[1 -2 1]

In 2D images, the variation of the intensity changes is given by the the mask

0 0 0
1 -2 1
0 0 0

0 1 0
The 0 -2 0 sum of these two masks, corresponding to the
0 1 0
L - 8




sumn of the variations of intensity changes in horizontal and vertical direction, is the

Laplacian mask['¥].

2.1 ALGORITHM:-

a. Read Image.

s

Convert the RGB image to Grayscale image.

c. Apply a combination of operators (laplacian, prewitt) to get the binary palm
region.

d. Define and initialize the variables am, bm equal to 0.

e. Define and initialize sqrside, sqrsidem equal to 0.

f. Sidelimit is the variable which is assigned a value of maximum size of a
square that can be formed from any particular pixel.

g. Sqrsidem variable stores the value of the size of the maximum square formed

till now.

h. The sqrside variable is changed dynamicaily in a pixel by pixel operation and

the final result is stored in the sqrsidem variable.

i. A square with side equal to sqrsidem is constructed with starting pixel co-
ordinates as (am,bm).

J.  These co-ordinates along with sqrsidem are passed as arguments to the
‘imcrop’
function which is applied on the original image.

k. The resulting image is the 'Extracted palm' which is the desired result.

2.2 CODE:-

i The MATL.AB code for the process of palm extraction is as follows:-

i=imread(image);
sizei=size(i);
i=i(1:sizei(1),1:sizei(2));
i=i(1:end,1:end);




k1=fspecial('laplacian'}; | !
li=imfilter(ik1);
tl=edge(11,'prewitt’,0.05,'vertical'); I
figure;

imshow(t1);

am=0;

bm=0;

sqrsidem=0;

sqrside=0;

x=0;

y=0;

brk=0;

a=1;

sidelimit=0; %%The max size of a square that can be formed from a

%%particular pixel '

while a<=336 %%it will take the lower value of the two factors (336- a),(448-b)
b=1;
while b<=448

a
b;
brk=0;

sqrside=1;

if (336-a)<(448-b)  %%Which side would determine maximum size of square

sidelimit=336-a;
else
sidelimit=448-b;
end
while sqrside<sidelimit

for x=a:(atsqrside)

for y=b:(b+sqrside) {
if t1(x,y)==1 %% Condition if white pixel encountered |
brk=1; |

if sqrside>sqrsidem %% Check if the obtained square is the largest
%%square till this iteration
10




sqrsidem=sqrside;
am=a;
bm=b;
end
end
if brk==
break
end
end
if brk==
break
end
end
if brk==1
break
end
sqrside=sqrside+1;
end
b=b+1;

end

a=atl; ;

end |
sqrsidem
am
bm
cwd = pwd;
cd(tempdir);
pack
cd(cwd)

I2 = imcrop(i,[bm am sqrsidem sqrsidem]);

figure;

imshow(12);

(‘12’ image gives us the region of interest}
11




2.3 RESULTS:-
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Figure 2.4: Palm extraction results

These results were highly accurate and we could move on to the next stage.
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CHAPTER 3:- EDGE DETECTION

Edges are those points where there is a sudden change in the intensity value of the
7109}

pixe
The purpose of edge detection in general is to significantly reduce the amount of data

in an image, while preserving the structural properties to be used for further image

processing.

The Edge Detection process is based on the concept of detecting and extracting the
principal lines. After extracting the palm (the region of interest) from a scanned
image, we found out the edges from the palm which gave us the principal lines in
most of the cases. We tried out many algorithms using a combination of various edge
detectors; viz., Canny, Prewitt, Sobel, Roberts. Some of these algorithms provided us

with anomalous results as shown in figure 3.1.
Prewitt operator uses the following filters to calculate edges:-

-1 0 1 -1-1-1
H=|-101 and HF=| 0 0 0O

¥
1 11

&

ll
 —

1
— D

0 1 ~1-2-1
0 2| and Hyj=| 0 0 0O
0 1 1 2 1

14




(a) (b)

(c)
Figure 3.1: Edge detection results (unwanted)

But we were successful in devising an algorithm which gave us the desired results. In
order to get the result which is independent of orientation, we used the concept of
gradients!" %], Gradients are used for calculating the strength of palm edges. After
that, we used thresholding and thinning algorithms. With application of the above

\ mentioned procedures, we were able to achieve positive results.
Dy(uyv) = Hy»I and Dy(u,v) = Hy %I
The local edge strength is defined as
2 2
B(u,0) = y/ (Da(e, ) + (Dy(u,2))
15




If the intensity value at a pixel is greater than edge strength, then that pixel is an edge

and if intensity value is less than the edge strength, then that pixel is not an edge.
Edge detection using derivatives:

Calculus describes changes of continuous functions using derivatives. An image is a
2D function, so operators describing edges are expressed using partial derivatives.
Points which lie on an edge can be detected by:

(1) detecting local maxima or minima of the first derivative.

(2) detecting the zero-crossing of the second derivative,

Canny Edge Detection:

The algorithm runs in 5 separate steps:

S

1. Smoothing: Blurring of the image to remove noise.

2. Finding gradients: The edges should be miarked where the gradients of the image

.

has
large magnitudes. ‘

3. Non-maximum suppression: Only local maxima should be marked as edges. |

4. Double thresholding: Potential edges are determined by thresholding,

5. Edge tracking by hysteresis: Final edges are determined by suppressing all edges

that are not connected to a very certain (strong) edge.

1. Smoothing:

To prevent that noise is mistaken for edges, noise must be reduced as it is inevitable
1 that all images taken from a camera will contain no amount of noise. Therefore the
.P image is first smoothed by applying a Gaussian filter.

2. Finding Gradients:

The Canny algorithm basically finds edges where the grayscale intensity of the image

16




changes the most. These areas are found by determining gradients of the image.

Gradients at each pixel in the smoothed image are determined by applying what is

1
0
1

First step is to approximate the gradient in the x- and y-direction respectively by

known as the Sobel-operator.

-1 0 1 —1-2~-
H=|-2 0 2| and H=| 0
1

-1 0 1

[ R = J X.)

applying the kernels.

3. Non-maximum suppression:
The purpose of this step is to convert the “blurred” edges in the image of the gradient

magnitudes to “sharp” edges. Basically this is done by preserving all local maxima in

the gradient image, and deleting everything else.
4. Double thresholding:

The edge-pixels remaining after the non-maximum suppression step are (still) marked
with their strength pixel-by-pixel. Many of these will probably be true edges in the
image, but some may be caused by noise or color variations for instance due to rough
surfaces. The simplest way to discern between these would be to use a threshold, so
that only edges stronger that a certain value would be preserved. The Canny edge ‘
detection algorithm uses double thresholding. Edge pixels stronger than the high }
threshold are marked as strong; edge pixels weaker than the low threshold are j

suppressed and edge pixels between the two thresholds are marked as weak.,
5. Edge tracking by hysteresis (localization):

# Strong edges are interpreted as *“certain edges”, and can immediately be included in
the final edge image. Weak edges are included if and only if they are connected to
strong edges. The logic is of course that noise and other small variations are unlikely

to result in a strong edge (with proper adjustment of the threshold levels).

Thus strong edges will (almost) only be due to true edges in the original image. The

17 |




weak edges can either be due to true edges or noise/color variations. The latter type
will probably be distributed independently of edges on the entire image, and thus only
a small amount will be located adjacent to strong edges. Weak edges due to true edges

are much more likely to be connected directly to strong edges.

3.1 ALGORITHM:-

Read image.

b. Convert the RGB image into a grayscale image and set the colormap to

gray.
c. Use H, and H, to calculate D, and Dy,
d. Calculate edge strength.
e. Calculate the level for thresholding. |
f. Store the maximum of edge strength or threshold level in a new matrix _
o |

g Ifibw(Lj) >th

e Ifthe elements in Dy and Dy matrices have value greater than )

ibw(Lj), then (i,j) position of matrix itemp is assigned value

imax; i.e., maximum edge strength.

o Ifthe elements in Dy and D, matrices have value less than
ibw(Lj), then (i,j) position of matrix itemp is assigned value

imin; i.e., minimum edge strength.

h. If ibw(Lj) <=th

¢ (i,j) position of matrix itemp is assigned value imin.

i. Thus itemp gives us the extracted edges.

3.2 CODE:

Clear all;

i=imread(image);

18




i=i(1:end,1:end);
[x,map]=imread(image);
w=ind2gray(x,map);
figure(1);colormap(gray);
subplot(3,2,1);
imagesc(w);

title('Image: image");

x1=10;sdx1=1;x2=10;sdx2=1;Thetal=pi/2;
y1=10;sdyl1=1;y2=10;sdy2=1;Theta2=0;
beta=0.08;

subplot(3,2,2),
hx=d2fun(x1,sdx1,x2,5dx2, Thetal); ;
dx= conv2(w,hx,'same'}; '
imagesc(dx);

title("dx");

subplot(3,2,3)
hy=d2fun(yl,sdyl,y2,sdy2,Theta2);
dy=conv2(w,hy,'same");

R -

imagesc(dy);
title("dy");

subplot(3,2,4);
es=sqrt(dx.*dx+dy.*dy); |
imagesc(es); |

title("Norm of Gradient");

imax=max{max{es));
imin=min(min(es));
th=beta*(imax-imin)+imin;
subplot(3,2,5);
ibw=max(es,th.*ones(size(es)));
imagesc(ibw);

19
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title( After Thresholding’);

subplot(3,2,6);
[n,m]=size(ibw);
for i=2:n-1,
for j=2:m-1,
if ibw(i,j) > th
fx=[-1,0,+1;-1,0,+1;-1,0,+1];
ty=[-1,-1,-1;0,0,0;+1,+1,+1];
Z=[ibw(i-1,j-1),ibw(i-1,j),ibw(i-1,j+1);
ibw(i,j-1),ibw(i,j),ibw(i,j+1);
ibw(i+1,j-1),ibw(i+1,j),ibw(i+1,j+1)];
XI=[dx(i,j)/es(i,}), -dx(i,j)es(i,))];
YI=[dy(i,j)/es(i,)), -dy(i,j)es(ij)];
Zl=interp2(fx,fy,Z,X1,YT);
if ibw(i,j} >= ZI(1) & ibw(i,j) >= ZI(2)

itemp(i,j)=tmax;

else
itemp(i,j)=imin;
end
else
itemp(i,j)=imin;
end
end

end

imagesc(itemp);
title('Extracted edges");
colormap(gray);

%%%end of main file

%%Functions

20




function 1 = d2fun(nl,sd1,n2,sd2,theta)
r=[cos(theta)-sin(theta);
sin(theta) cos(theta)];
fori=1:n2
forj=1:nl
u=r*[j-(nl+1)/2 i-(n2+1)/2];
1(i,j) = fun(u(1),sd1)*dfun(u(2),sd2);
end

end
1 =1/ sqrt(sum(sum(abs(l).*abs(1))));

function y = fun(x,std)
y = exp(-x"2/(2*std"2)) / (std*sqrt(2*pi));

function y = dfun(x,std)
y = -x * fun(x,std) / std*2;

21
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3.3 RESULTS
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(c)
Figure 3.2: Edge detection results after thresholding and thinning

Figure 3.3: Some other results

23
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CHAPTER 4:-PATTERN FORMATION

The next phase of project was to decide and hence calculate the parameters!® which

would uniquely identify a palm.

The criteria which have been used to recognize the uniqueness of the palms are as

follows:-

The number of lines extracted during edge extraction.
The perpendicular distance between the head line and the heart line.
The angle between lines formed by head line and heart line.

P NRE

The area of the palm extracted.

All the four criteria will be used in pattern matching and therefore it is important for
each of these parameter to match with the required value, else there will be a negative

match.

4,1 Number of Lines :-

The number of lines extracted after the edge detection (chapter 3) process are
calculated. This value is generally between 1 and 5. It has been observed that palm
samples may have different number of prominent lines. This can be used as a

distinguishing feature.

| {sarsldem,sarsidem) |

Figure 4.1: Number of lines

24




| 4 |

4.1.1 ALGORITHM to calculate number of lines:

Perform palm extraction and edge detection.
Draw a line between (0,0) and (sqrsidem, sqrsidem) as shown is figure 4.1.
Check for the points where this line intersects with black pixels.

Store these points in a separate array.

LA e

The number of entries in this array gives the number of lines on the palm.
4.2 Distance between the Head line and the Heart line:-

The next step was to calculate the distance between the head line and the heart line.
This is also a very useful measure as the distance between the head and the heart line
is also one of the unique feature of every palm. This distance is calculated in pixels

!
which gives us a fairly sufficient amount of sample space. h

The numeric value of distance obtained generally stood between 20 to 70 pixels.

Figure 4.2: Distance Calculation

% 4.2.1 ALGORITHM to calculate distance:

1. Extract ROIL
2. Traverse to half the length in vertical direction.

3. Draw a line perpendicular to vertical axis from that point,

25
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4. This line intersects the heart line and head line at two points, say A and B
respectively.
5. We calculate the distance, d between points A(x1,y1) and B(x2,y2) using

distance formula.
d=sqrt[(x1-x2)2+(y1-y2)2]

This distance is measured in pixels.

4.3 Angle between the head line and the heart line:-

[f' the head line and the heart line are extrapolated, they intersect at some point and

the angle at the point of intersection can be used as a distinguishing feature.

This value generally between 0 to 10 degrees. i

Figure 4.3: Angle calculation

Referring to figure 4.3:

a. The principal axis intersects the heart line and the head line, say at points A

. and B respectively.

b. Points P and Q lie on the heart line whereas X and Y lic on the head line. P &
Q are equidistant from point A and X & Y are equidistant from point B.

¢. We form a line using points P and Q and another line using points X and Y.

26
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i

d. Then, finally we find the angle between 2 lines obtained. This angle shall work
as the distinguishing factor between palms.
Initially, in order to obtain points P, Q, X and Y, we tried to form a circle at points A
and B which would intersect the principal lines at equidistant points from the axis!".
We couldn’t proceed on this logic. Alternatively, we drew two lines parallel and close

to the principal axis that gave us the required points.

4.3.1 ALGORITHM:

* Using the ‘Mid+10” and ‘Mid-10’ coordinates, we found the slope of the lines

which cut the heart and head line respectively.

*  Then using the slopes obtained, we found the angle at which the lines cut cach

other.
The formula for calculating the angle between the lines is li
th= tan™'((s1-s2)/(1+s1*s2))

The th value is in radians and is therefore converted into degrees.

4.3.2 RESULTS:
Point Heart Line Head Line
X axis Y axis X axis Y axis
Mid 27 76 23 76
Mid + 10 36 86 66 86
Mid-10 15 66 46 66

4.4 Area of the palm extracted:-

This parameter is to be used in worst cases wherein all the previous parameters give
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same results (highly unlikely). The area of palm region is calculated by taking square
of variable sqrsidem'. Before saving this value in the matrix, it is divided by thousand

for simplicity of the matrix. The unit of area is pixel*pixel.

Final matrix:
All the four parameters obtained for a sample palm are stored in a matrix format
which is further saved in a database. The matrix is unique for each palm. The format

of this matrix is shown in the DATABASE FORMATION which is the next part of the

project.
4.5 CODE:

The MATLAB code for the process of pattern formation is as follows:-

clear all;

cle;

i=imread(image2); %%obtained after edge detection

i=i(1l:end,1:end,1); %%converts image to 2-d

am; %%value obtained from previous code

bm; %%ovalue obtained from previous code

sqrsidem; %%value obtained from

previous code

BW = imcrop(i,[bm am sqrsidem sqrsidem]); %%extracted palm
%imshow(12)

Y%figure;

'area=" _

arca=sqrsidem*sqrsidem; %%area of extracted palm

area=area/1000

imshow(~BW)

%figure;

! sqrsidem is a variable used to find the length of the square during palm extraction module.
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Y%imshow(12);

if mod(sqrsidem,2)==0
x=(sqrsidem/2)-0;

else
x=((sqrsidem+1)/2);
end

b=1;

p=1;
% i3=(1:10);

while (b<=sgrsidem) %%from mid
if BW(x,b)=—1 :

13(p)=b; Iﬂ
p=ptl;
i

end
b=b+1;

end
p=p-1;
'main points
while(p>0) %%prints points
i3(p)
p=p-1;

end

'distance="

Y 1=13(2)-13(1); % %distance between head line and heart line

{ 1 |
y=x+10; 'i
d=1; ;

k=1;

% 13=(1:10);
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[v,r]=size(i3);
disp('"Number of lines =");
r
while (k<=sqrsidem) %%from mid-+10
if BW(y,d)=1
id(k)=d;
k=k+1;

end

if d==153
break;
else
d=d+1;
end E
end - 1IL

kek-1 a

'main+10 points'

while(k>0) %%prints points
id(k)

k=k-1;

L —
—_— e A

end
z=x-10;
e=1;
=[;
% 13=(1:10),

while (f<=sqrsidem) %%for mid-10
if BW(z,e)==1 ;‘
( i5(f)=c; |}
f=fr1; '1
end |
if e=—153 )
break; '
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else
e=et+l;
end
end
f=f-1;

'main-10 points'
while(f>0)
i5(H)

%%prints points

f=f-1;
end
slopel=((4(2)-15(2))/(y-2));
slope2=((i4(1)-i5(1))/(y-z));

th=abs((slope!-slope2)/(1+(slopel *slope2)));

theta=atan(th);
deg=theta*180/pi
final=[];

'Final matrix is as follows:'

finai=[r,l,deg,area]

Y%%calculation of slope a

%%conversion from radians to degrees "

%% final matrix
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CHAPTER 5:- DATABASE FORMATION AND
PATTERN MATCHING

Having completed the first three phases of our project successfully, we started

working on the database formation and pattern matching.
5.1 DATABASE FORMATION

In the process of database formation, the objective was to create a database wherein
we could store the parameters (calculated in the pattern formation process) of a
particular palm. The database could be an MS Excel sheet, a text file, etc. We used an

Excel Sheet in our project.

We wrote a MATLAB code for storing all the parameters obtained for any palm in an

excel sheet where data for each palm occupied one row and four columns in the sheet.

The process was repeated for every palm that had to be stored in the database.

Distance Between

Angle Area
Number of Lines the head and the

in degrees in thousands
heart line (in Pixels)| U 2o ( )

We put the parameters obtained for an image after the calculations that were done in
the pattern formation process, in a matrix (1*4) form, in a format shown above and

this matrix is saved in a database_in the same format,

5.1.1 CODE:-

The snippet of MATLAB code for the process of database formation is as follows:-
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'Final matrix is as follows:'

final=[r,l,deg,area)

p=final
a=xlsread('try3.xls','Sheet6')
[v,x]=size(a),

v=v+l;

gq=num2str(v);

kul=strcat('A',q);
d=xlswrite('try3.xls',p,'Sheet6'’ kul)

The code of database formation®*I*!]

is preceded by the codes for palm extraction,
feature extraction and pattern formation. This was done because when this project will
be realised, the algorithm for database formation will be burnt on the device that will
be used by the administrator and for the database formation this device will need the
codes for prior stages of palm extraction, feature extraction and pattern formation.
(Any new user who wishes to access to the system, has to first go to the administrator
and get his palm registered. All the other devices will have only the algorithm for

matching and authentication).
5.1.2 EXPLANATION:-

We put the results obtained after the pattern formation into a matrix named final. This
matrix is stored in another matrix p so that the original results are not tampered with
during the process.

We opened an MS Excel file and saved it with a name 'try3.xls". The next thing we did
was to read a particular sheet from this excel file with the help of a MATLAB

instruction — xlsread.
a=xlIsread('try3.xls','Sheet6")

We required the size of the data stored in the sheet and the same was obtained as [v,x]
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where v and x represented‘the number of rows and columns respectively.

Everytime the code is run for storing the data for an image, the row index has to be
incremented so that the new data goes to the next row. Hence v was incremented in
the next step.

In order to write the data onto the sheet, we used a MATLAB instruction — xlswrite.
The syntax of this instruction has the name of the excel file, the sheet number on
which the data has to be written and the index for the location from which the process
of writing starts. This location had to be variable since everytime the new data comes,
it had to go into the next row. So, we needed the locations such as A1,A2,A3, etc. | to
indicate the next row. Now, while implementing this, we observed that the xIswrite
didn't read the numbers in the index part. So we had to first convert the row number v
into a string and then mefge it with 'A’ to obtain the complete address for a row in
string format. 'kul’ is the variable in which this address was stored, and it was

ultimately put in the xIswrite statement to achieve our objective. ;

Hence, we obtained a database for the palms that must be granted an access to the
system. Now, in the pattern matching process, the input palm will be verified against i
the data stored in this database and will be granted (or rejected) an access to the

system accordingly.

Here is a view of database formed:-

PP USSR

_ 0 ,
.34 . 2089809173 == 55225 .

( 49 . 4542315125 '

28 3.183213903 ;

Figure 5.1: A view of the database
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Now that we had obtained a database, the next step in this last phase of our project

was to develop an algorithm for pattern matching.

3.2 PATTERN MATCHING

Pattern matching is about comparing the palm of the user tryiilg to access the system
with those stored in the database and decide whether the user should be authenticated
or not (or in simple words whether he should be allowed to access the system or not).
Initially we made an algorithm wherein we performed a row-wise comparison!'?); i.e.,
we compared the parameters of input image with every row. There was a problem
with this approach - the worst case in such an algorithm would have been a situation
in which the required row exists towards the end of the database and in such a case

number of calculations increased drastically, delaying the results unnecessarily. E‘

In order to overcome this inefficiency, we devised an algorithm in which we +ii
performed a column-wise comparison. In this approach, the first element of the input
matrix is compared with the first column of the database and where there is a match,

we compare the second element with the corresponding second column and so on.

For example, let us say input matrix is [1 2 3 4). This first element of the input matrix
i.e. 1 is compared with the first element of all the rows in the database. Now, we kept
all those rows in which the result for the matching was positive for further
calculations and the rest of the entries were dropped. Then we picked up the second
clement i.e. 2 and matched with the second element of all those rows which were left
afier the first matching process. Again, we did the same thing and hence the process

went on.

The advantage this approach has over the earlier one is that the number of

calculations is reduced substantially.
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5.2.1 CODE:-

The code snippet that will be executed at the time of pattern matching is as follows:-
'Final matrix is as follows:'

final=[r,l,deg,area]

% the pattern matching process starts here

final
matr={];
matr=final;
matr
class(matr) I
ja=0; fb"
flag=1;

la=[];

ma=[];

na=[J;

ba=[];

ca=(];

sa=[];

wa=[];

counta=0;

countla=0;

count2a=0;

numa=xlsread('try3.xis",'Sheet6');

class(numa)

[va,xa]=size(numa);
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ja=numa(:,1);
for gqa=1:va
if matr(1)==ja(qa)
flag=1;
counta=counta+1;
ja(ga)
la(counta,:)=numa(qa,:);
else
flag=0;,
end

end

[va,xa]=size(la);

if va~=0

ma= la(:,2);

for qa=1:counta

if matr(2)==ma(qa)
flag=1;
countla=countla+l1;
na(countla,:)=la(qa,:);
ma(qa)

else
flag=0;

end

end

end

countla

[va,xa]=size(na);

va
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if va~=0
ba=na(:,3);
for ga=1:countla
'matr3'
matr(3)
class(matr)
'baqa’
ba(qa)
class(ba)
if matr(3)==ba(qa)
flag=1;
count2a=count2a+l;
'count2a’
count2a
ca(count2a,:)=na(qa,:); iy
ba(qa) i}
else “ 1
flag=0; i
end
end

end
[va,xa]=size(ca);

if va~=0
sa=ca(:,4);
for qa=1:count2a

if matr(4)==sa(qa)

flag=1,
wa(l,:)=ca(qa,:);
sa(qa)
else
flag=0;
end
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end
end
wa
[va,xa]=size(wa);
if va~=0
disp('Match Found");
disp("You are authenticated');
msgbox('Match Found!!! You are authenticated', RESULT")
else
disp("Sorry, No Match Found');
msgbox('Sorry, No Match Found','RESULT")

end

L)

The device which will perform pattern matching will have the code for palm

extraction, feature extraction and pattern formation alongwith the code for pattern
matching. This is because any such device will need to calculate the parameters for
the input palm first and only then it will compare the obtained parameters with the

database and hence decide whether the user must be granted an access or not.

5.2.2 RESULTS:-

The Results obtained for some palms after the process of pattern matching were as :-

Parameters = [2 26 1.397181027 23,104}

re 5.2: Match found (matrix present in database)

39




Mlparameters=[3 36 7.675948008 34.969]

Figure 5.4: Match found (matrix present in database)
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Parameters = [2 22 2,471216795 29.241]

Figure 5.5: Match not found (matrix not present in database)
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CHAPTER 6:- FINAL RESULT

Below are all the results obtained during the execution of this project for one

particular palm.

1) Input image

2) Contour of image
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3) Extracted palm

4) Image after edge detection
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5) Exiracted palm after edge detection B

Figure 6.1: Process |

FINAL MATRIX:

Number of lines Distance between | Angle between Area of palm
head line and heart | head line and heart | (pixel*pixel)
line (pixels) line (in thousands)

(degrees)
2 26 1.397181027 23.104
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CHAPTER 7:- CONCLUSION

All the criteria have been implemented and checked upon 40 sample palms. They

cumulatively have produced different results on all the samples checked till now.

Minimum number of samples that can be worked out through our project has been

estimated below:-

Number of lines ; 1-4 - 4

Distance : 20-70 - 50

Angle 0-15.0000 - 1,50,000
Minimum number of samples = 1,50,000*50%4

= 3,00,00,000

So, a biometric identification system using our project can cater to approximately

3,00,00,000 users (palms).
Future Work:

The code can be optimized to reduce the execution time for each sample.

More parameters can be designed for more efficient results,
Application:

The possession of access control is very important when confidential, or sensitive
information and equipment is to be secured. This project is meant to be used primarily
for identity access management to authenticate users and grant or deny access rights
to data or services provided by an organization. It can be used as an authorization
system for front doors, banks, airports, hospital wards, storage arcas and schools.
With the help of such softwares, one can protect a system from unauthorised
individuals (intruders, hackers) and objects. It can also be used for recording

attendance in schools, colleges, offices, etc.
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