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ABSTRACT 

 

This project introduces a method employing Convolutional Neural Networks (CNNs) to identify 

manipulated areas within digital images, aiming to address growing concerns regarding image 

authenticity. Leveraging CNNs' capability to extract complex features from images, the model 

learns distinctive patterns encompassing both local and global characteristics indicative of 

tampering. 

 

A diverse dataset comprising various forgery types (e.g., copy-move and splicing) is utilized to 

train and assess the CNN model's performance. Enhancing the model's resilience, pre-processing 

techniques like noise reduction, resizing, and augmentation are implemented. To prevent 

overfitting and boost generalization, novel loss functions and regularization techniques are 

integrated. 

 

The experimental analysis showcases the CNN model's proficiency in accurately identifying 

manipulated regions across different types of manipulations, exhibiting high precision and recall 

rates. These results highlight the model's potential for practical use in image forensics, 

contributing significantly to preserving content integrity in an era marked by rampant digital 

alterations. 

 

In summary, this project introduces a CNN-based approach adept at detecting and pinpointing 

manipulated regions within digital images, offering a promising solution to uphold the 

credibility and trustworthiness of visual content.
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CHAPTER 1: INTRODUCTION 

 

1.1 INTRODUCTION 

 

Detecting manipulations in digital images has become a critical concern due to the increasing 

sophistication of editing tools that challenge the reliability and authenticity of visual content. 

This project focuses on the implementation of a Convolutional Neural Network (CNN) based 

method to identify and locate manipulated regions within digital images accurately. 

 

Due to the easy accessibility of image and video editing software, various forms of 

manipulations, such as copy-move, splicing, and retouching have emerged, posing threats to 

maintaining the credibility of visual content. Convolutional Neural Network (CNN) offers 

promise in this regard due to its ability to learn complex patterns and features, resulting in it 

being a good solution for detecting image forgeries. 

 

In order to improve the performance of the CNN model various preprocessing techniques are 

employed. These techniques include reducing noise, resizing images and using augmentation 

methods. Additionally innovative approaches such, as incorporating loss functions and 

regularization techniques are implemented to prevent overfitting and enhance the model’s 

adaptability. 

 

The main objective of this project is to contribute to the advancement of image forensics by 

introducing a methodology based on CNNs. This methodology aims to detect and locate forged 

regions within images. By doing it seeks to strengthen trust and credibility in media by 

safeguarding against falsified or misleading visual content. Through the use of techniques this 

project aims to address the challenges posed by image manipulation and provide a solution for 

ensuring the integrity and authenticity of visual information. 
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1.2 PROBLEM STATEMENT 

 

In today’s era image forgery has become a problem due to the ease with which photographs can 

be manipulated using cutting edge editing tools and techniques. Given the use of media, online 

journalism and digital communication platforms it is crucial to develop accurate methods, for 

detecting image fraud. In an age where misinformation's prevalent, distinguishing between 

photographs and digitally altered ones can be challenging. This poses difficulties in guaranteeing 

the trustworthiness and authenticity of content. 

 

The challenge is to provide efficient image forgery detection methods that can instantly 

recognize and categorize altered photos while separating them from authentic, unaltered ones. 

This calls for the creation of algorithms capable of analyzing many forms of picture 

modifications, including copy-move, splicing, retouching, and more, in a variety of settings and 

at varied levels of complexity. The answer should support a variety of picture formats, 

resolutions, and digital platforms, allowing for various image content sources. Designing and 

implementing cutting-edge picture forensics tools that make use of computer vision, deep 

learning, and machine learning techniques is the main goal in resolving this issue. These 

technologies ought to be able to not only identify forgeries but also reveal details about the 

particular manipulation strategies used, helping us to comprehend how forging strategies are 

changing. 

 

To protect the integrity of visual information, the challenge of image fraud detection necessitates 

cutting-edge research and development. Successful solutions will enable people, organizations, 

and platforms to base judgments on real visual content, reducing the spread of fake news and 

maintaining the legitimacy of digital imagery. The development of precise forgery detection 

algorithms is an urgent need in today’s increasingly digital and networked society in order to 

guarantee the reliability of photographs. 
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1.3 OBJECTIVES 

 

• Developing a Convolutional Neural Network (CNN) Model for Copy-Move Forgery 

Detection. 

• Developing a Convolutional Neural Network (CNN) Model for Splicing Detection. 

• Development of a User-Friendly Web-Interface Integrated with the Trained Model 

 

1.4 SIGNIFICANCE AND MOTIVATION OF THE PROJECT WORK 

 

Significance - The significance of developing an image forgery detection model extends across 

various domains, addressing critical challenges in the digital landscape while fostering trust, 

credibility, and authenticity in the realm of visual media. The project's contributions hold 

immense importance in several aspects – 

 

• Combating Misinformation and Fake Visual Content: 

 

In an era where misinformation and fake visual content proliferate across digital platforms, 

the development of an accurate image forgery detection model serves as a potent tool against 

deceptive practices. It helps in identifying manipulated images, thereby curbing the spread 

of misleading information, fake news, and fabricated visuals that can sway public opinion, 

damage reputations, or propagate false narratives. 

 

• Safeguarding Image Integrity in Various Sectors: 

 

Across industries such as journalism, advertising, healthcare, and academia, ensuring the 

integrity and authenticity of visual content is paramount. The image forgery detection model 

acts as a safeguard, protecting the credibility of visual data used in research, publications, 

medical imaging, marketing campaigns, and various professional domains. It ensures that 

decisions and actions based on visual information are founded on authentic and unaltered 

data. 
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• Fostering Trust and Reliability in Digital Media: 

 

As the digital landscape continues to evolve, establishing trust and reliability in digital media 

content becomes increasingly crucial. The project's contribution in accurately detecting 

image forgeries promotes transparency and trustworthiness in the content shared online, 

strengthening confidence among users, consumers, and stakeholders in the authenticity of 

visual information. 

 

• Technological Advancements and Innovation in Image Analysis: 

 

The development of an advanced image forgery detection model signifies a leap forward in 

technological innovation. It drives research and development in the field of image analysis, 

encouraging the exploration of new methodologies, algorithms, and techniques aimed at 

enhancing detection accuracy, expanding the model's capabilities, and staying ahead of 

evolving forms of image manipulation and forgery. 

 

Motivation – 

 

• Mitigating Misinformation: In an era flooded with manipulated visuals, creating an image 

forgery detection model stems from the urgent need to combat misinformation. Such a model 

acts as a shield against the proliferation of fake news, deceptive propaganda, and digitally 

altered images that distort reality. 

 

• Preserving Authenticity in Digital Media: The motivation arises from the necessity to 

preserve the integrity and authenticity of digital media. By detecting image forgeries, this 

model ensures that visual content used in various industries, such as journalism, healthcare, 

and advertising, maintains its credibility and trustworthiness. 

 

• Empowering Forensic Analysis: Developing this model is driven by the goal of empowering 

digital forensics experts and law enforcement agencies with a robust tool for verifying the 
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authenticity of visual evidence. It aids in conducting thorough investigations and ensuring 

the integrity of evidence presented in legal proceedings. 

 

• Enhancing Trust and Reliability: The motivation also lies in fostering trust and reliability in 

digital content. By offering a reliable means of distinguishing between users and 

stakeholders in the authenticity of visual information shared online.  

 

• Advancing Technological Innovation: The endeavor to create an image forgery detection 

model is motivated by the aspiration to push the boundaries of technological innovation. It 

encourages research and development in image analysis techniques, driving advancements 

to stay ahead of evolving methods of image manipulation.  

 

1.5 ORGANIZATION OF PROJECT REPORT 

 

The report is organized as follows – 

Chapter 1 presents us with the introduction of image forgery, along with the problem statement, 

objectives, significance and organization of the project. 

Chapter 2 outlines the existing related works in the domain of image manipulation detection, 

further providing the outputs of their analysis which is compared and used in the project. 

Chapter 3 introduces the model that has been trained and tested to detect forgeries in digital 

images. This is the chapter that includes the requirements, analysis, the project design and its 

architecture and the implementation of the project. 

Chapter 4 delves in the training and testing phase, by examining datasets, experimental setups 

and both qualitative and quantitative results obtained from the model all the while assessing 

model performance. 

Chapter 5 examines the image forgery detection outcomes and the overview of the experimental 

setup. 

Chapter 6 presents the conclusion of the study along with future scopes of the project. 
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CHAPTER 2: LITERATURE SURVEY 

 

2.1 OVERVIEW OF RELEVANT LITERATURE 

 

Image forgery detection is a critical field encompassing a vast array of research endeavors aimed 

at uncovering manipulated digital images. The literature on this subject showcases multifaceted 

methodologies that traverse traditional image forensics techniques to contemporary deep 

learning approaches. Forensic analysis methods constitute a significant portion of this domain, 

where passive techniques rely on statistical properties, noise inconsistencies, and compression 

artifacts, while active methods employ watermarking, digital signatures, and cryptographic 

mechanisms. Understanding the distinctive features of various manipulation types, such as copy-

move, splicing, and retouching, is pivotal in the development of effective detection algorithms. 

 

The emergence of deep learning has revolutionized image forgery detection. Convolutional 

Neural Networks (CNNs) and their derivatives have demonstrated remarkable potential in 

discerning manipulated images. Researchers have proposed diverse architectures, including 

Siamese networks, GAN-based models, and attention mechanisms, to extract discriminative 

features for identifying forgeries. The utilization of transfer learning and ensemble methods 

using deep networks has also shown promising results in handling diverse forgery types and 

complexities. 

 

Datasets serve as crucial assets in the advancement of forgery detection algorithms. Benchmark 

datasets such as CASIA [1], NIST, and COVERAGE provide researchers with comprehensive 

sets of manipulated images for training and evaluating detection methods. Nevertheless, 

challenges persist regarding dataset biases, variations in image quality, and the necessity for 

standardized evaluation metrics to accurately assess the performance of detection algorithms. 

The rapid evolution of image manipulation techniques presents new challenges in forgery 

detection. Generative models, particularly Generative Adversarial Networks (GANs), produce 

highly realistic forgeries that pose significant obstacles in differentiating them from authentic 
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images. Tackling issues related to robustness, scalability, and real-time detection remains a focal 

point in current research endeavors. 

 

Beyond technical aspects, the literature also delves into ethical and legal implications. Ethical 

considerations encompass privacy concerns and the potential misuse of detection techniques. 

Scholars emphasize the need for ethical guidelines governing the development and application 

of forgery detection technology to mitigate unintended consequences and ensure responsible 

usage. 

 

In summary, the literature on image forgery detection is diverse, spanning traditional forensics 

techniques to cutting-edge deep learning methods. While significant strides have been made, 

persistent challenges persist, emphasizing the necessity for continued research and development 

to counter increasingly sophisticated image manipulation techniques. The ethical considerations 

surrounding the use of these technologies further underscore the multidimensional nature of this 

field. 

 

A Deep Learning based approach to detect image forgery is presented by N. P. Nethravathi et 

al. [2]. In particular, it compares performances of ELA and CNNs along with pre-trained VGG-

16 model in detail. Deep learning techniques in detecting image forgery as ELA-CNN model 

gives 99.87% accuracy and correct detection of invisible images is 99%. However, the VGG-16 

gives only an accuracy of 97.93%, and a validation rate of 75.87%. 

It underscores the need for accurate image forgery detection devices in upholding digital 

materials’ integrity as well as combating any adverse effects that come with picture manipulation 

within different fields like journalism, crime investigation, and cyber space. It investigates use 

of deep learning-based algorithms in identifying fakes and how they can become effective 

detection systems. The paper notes some challenges including the effect of ELA quality on 

model success and potential areas for future work include exploring different data processing 

approaches as well as validating on wider cohorts. In general, these results should emphasize 

ongoing measures undertaken to tackle digital image falsification and its negative outcomes by 

means of advancing image tampering detection algorithms. 
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M. Zanardelli et al. (2022) [3]. scrutinized modern methods for detecting image manipulation, 

specifically in identifying copy-move, splicing, and DeepFake alterations. A detection method 

showcased exceptional performance by nearly perfect accuracy across standard datasets for 

identifying copied regions and their original sources. Splicing detection achieved an accuracy 

of 85% on the CASIA2 dataset, accurately pinpointing forged regions. 

However, in DeepFake detection, no single method emerged as dominant across benchmark 

datasets, with accuracies averaging around 65%. While some approaches showed promise, no 

definitive winning strategy was evident in this field. The study underscored the effectiveness of 

techniques integrating pre-processing, post-processing, and detection algorithms for achieving 

higher accuracy in detecting image tampering. Despite advancements in detecting certain 

manipulations, improving accuracy in detecting DeepFakes remains a significant challenge. 

The literature lacks robust methods to effectively detect and counter the surge in fake images 

and videos. With the widespread use of smart devices and sophisticated editing tools, there's a 

critical need for innovative forgery detection techniques, especially those leveraging deep 

learning. 

 

An innovative method for detecting image forgeries using Convolutional Neural Network 

(CNN) was introduced by SS. Ali et al. [4]. This approach focuses on identifying tampering by 

exploiting the differences in image compression between original and altered segments. By 

analyzing the variations in recompressed images, the model distinguishes manipulated areas 

from genuine ones, effectively detecting both copy-move and splicing types of image tampering. 

Extensive evaluation on the CASIA2 [26] image forgery database showcases the effectiveness 

of the proposed CNN-based technique. It achieves a commendable accuracy of 92.23% in 

detecting image forgeries, surpassing existing methods that concentrate on pixel-level forgery 

detection. Notably, the method's swiftness in processing and its ability to identify various 

tampering methods indicate its practical potential for real-world applications due to its efficiency 

and reliability. 

Future improvements include refining the technique for enhanced forgery localization, 

integrating it with other image localization methods, and expanding its capabilities to address 

concerns related to spoofing. Additionally, efforts are underway to adapt the method for 
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detecting forgeries in smaller-resolution images and to create a comprehensive forgery database 

for training and advancing deep learning-based forgery detection systems. 

Despite the notable achievements in image forgery detection using CNNs and compression 

artifacts, this research lacks exploration into the technique's robustness across diverse image 

sizes and resolutions. 

 

Portrayal of prevalent forms of image forgeries like retouching, copy-move forgery, and image 

splicing facilitated by easily accessible editing software is shown by J. Ega et al. [5]. in this 

research. Through vivid examples, it illuminates these forgery types, underlining their extensive 

presence and implications in societal platforms and media. The study further highlights the 

pervasive use of fake images for malicious intent, including political manipulation and false 

representation, underscoring their relevance in contemporary society. Concerning forgery 

detection, the paper contrasts active and passive approaches, with a primary focus on passive 

methods and a deep dive into copy-move forgery detection. It categorizes detection techniques 

into block-based, keypoint-based, and hybrid approaches, elucidating their roles in identifying 

copy-move forgery. The research expounds on challenges inherent in block-based detection, 

such as computational complexities, insensitivity to alterations, and the need for empirical block 

size selection, proposing strategies like lexicographic sorting of feature vectors to mitigate 

computational overhead. 

It falls short in offering a detailed examination of recent developments or emerging techniques 

in forgery detection. This limitation could impact its applicability in the swiftly advancing 

landscape of digital forensics. 

 

N. K. Rathore et al. [6] makes use of the Improved Relevance Vector Machine (IRVM), for 

detecting image forgery, specifically focusing on Copy-Move Forgery Detection (CMFD). The 

study addresses the challenges prevalent in existing methods related to feature extraction, 

computational time, and accuracy. The proposed IRVM system leverages Biorthogonal wavelet 

transform (BWT) combined with Singular value decomposition (SVD) for efficient feature 

extraction and classification. Through a step-by-step process, the IRVM system preprocesses 

images, reduces noise, extracts features, identifies duplicate vectors, and employs Glowworm 

Swarm Optimization (GSO) for optimal weight determination. Experimental evaluations 
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conducted across five sets of images demonstrate the IRVM's superior performance in accuracy, 

sensitivity, specificity, precision, recall, F-measure, and G-mean. The IRVM consistently 

displayed high accuracy rates, reaching 92.22%, across various sets, showcasing its 

effectiveness in detecting image forgeries. 

The study's results illustrate the IRVM's robustness and efficiency in detecting manipulated 

images. Comparative analyses against existing methods, such as HMM, SVM and SVM-based 

forgery detection, highlight the IRVM's superior performance across multiple evaluation 

metrics. Its ability to achieve higher accuracy, sensitivity, and specificity rates, along with 

improved precision and recall, underscores the IRVM's efficacy in image forgery detection. 

This study highlights a significant need for more robust and efficient methods to detect image 

forgery, particularly in scenarios involving copy-move operations. While the Improved 

Relevance Vector Machine (IRVM) shows promise, future research should focus on advanced 

machine learning or neural network techniques to enhance detection accuracy further. This 

investigation must cover various types of image manipulations and ensure efficiency, especially 

when dealing with large datasets. 

 

Prevalent forms of manipulation like copy-move, resampling, splicing, and JPEG compression, 

all capable of altering or concealing information in satellite images are introduced by A. 

Kuznetsov (2019) [7]. To tackle the challenge of splicing, the study employs convolutional 

neural networks (CNNs), specifically a VGG-16-inspired architecture. Operating on fixed-size 

patches, this approach involves analyzing image fragments via a sliding window strategy, 

enabling discriminant function construction without predefined feature extraction. With 

convolutional and fully connected layers, augmented by dropout layers to mitigate overfitting, 

the proposed CNN architecture demonstrates robustness in detecting distortions, achieving an 

impressive accuracy of 97.8% (for fine-tuned) and 96.4% (for zero-stage trained) on the CASIA 

dataset, surpassing existing methods. 

The experiments conducted validate the CNN-based solution's efficacy, even post JPEG 

compression, albeit with reduced accuracy. Despite a notable accuracy decline (from 67.1% to 

66.3% for Q=90 to Q=80 compression), precision and recall rates remain reasonable. 

Comparative analysis against state-of-the-art techniques underscores the superiority of the 

proposed approach, marking a notable advancement in detecting image manipulations. Future 
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directions include further evaluation against diverse CNN models like Mobilenet and Resnet-

50, a focus on detecting distorted areas, and comprehensive performance assessments against 

other splicing detection methodologies. 

 

Table 1. Literature Review Table 

S. 

No

. 

Paper Title 

[Cite] 

Journal/ 

Conferenc

e 

(Year) 

Tools/ 

Techniques/ 

Dataset 

Results Limitatio

ns 

1. Image Forgery 

Detection using 

Deep Neural 

Network [1] 

IRJET 

(2023) 

Convolutional Neural 

Network, Error Level 

Analysis, CASIA v1.0 

Dataset. 

Accuracy of 

99.87%using 

ELA-CNN, 

Accuracy of 

97.93% using 

VGG-16 

model. 

Limited 

amount 

of data 

for 

training 

deep 

networks. 

2. Image Forgery 

Detection: A 

Survey of 

recent Deep-

Learning 

approaches [2] 

Multimed

ia Tools 

and 

Applicati

ons 

(2022) 

Convolutional Neural 

Networks. 

Transfer Learning. 

Generative Adversarial 

Networks. 

Survey of 

recent 

methods of 

copy move 

and splicing 

detection. 

- 

3. Image Forgery 

Detection using 

Deep Learning 

by 

Recompressing 

Images [3] 

Electronic

s (2022) 

Accuracy, Precision, 

Recall. 

CASIA v2.0 Dataset. 

Achieved 

accuracy of 

92.23% on 

CASIA v2.0 

Dataset. 

Model 

does not 

perform 

well for 

tiny 

images. 

4. A Review on 

Digital Image 

Forgery 

Detection [4] 

 

IRPH 

(2021) 

 

Pixel Level Analysis, 

Copy-Move Forgery 

Detection Dataset. 

Hybrid 

approach-

Block & 

keypoint based 

detection 

achieved the 

highest 

accuracy as 

compared to 

both the 

approaches 

separately. 

 

Performa

nce may 

vary 

based on 

dataset 

size. 

 

5. Image Forgery 

Detection using 

Singular Value 

The 

National 

Academy 

SVD Feature Extraction. 

CoMoFoD Dataset. 

Achieved 

accuracy of 

92.22% using 

Small 

Image 

Size used 



12 

 

Decomposition 

with some 

Attacks [5] 

 

of 

Sciences, 

India 

(2020) 

 

CoMoFoD 

dataset. 

 

(512 x 

512) 

 

6. Digital Image 

Forgery 

Detection using 

Deep Learning 

approach [6] 

 

Journal of 

Physics 

(2019) 

 

Data Collection, 

Data Preprocessing, 

Loss Functions, 

CASIAv2.0 Dataset. 

The results 

showed an 

accuracy of 

97.8% for 

fine-tuned 

model and 

96.4% for the 

zero-stage 

trained. 

 

Limited 

amount 

of 

training 

data. 

Fixed 

input 

patch 

size 

7. CNN based 

Image Forgery 

Detection using 

pre-Trained 

AlexNet ,l 

model [7] 

 

ICCIIoT 

(2018) 

 

Feature 

ExtractionEvaluationMetri

cs 

MICC-F220Dataset. 

Achieved 

93.94% 

accuracy, 

100% recall, 

89.19% 

precision. 

 

Limited 

to MICC-

F220 

dataset. 

Limited 

discussio

n on the 

experime

ntal 

results. 

8. Image 

Manipulation 

Detection using 

Convolutional 

Neural 

Network [8] 

 

Research 

India 

Publicatio

ns (2017) 

 

Image Processing, High 

Pass filter, Hidden feature 

extraction. 

 

Proposed 

algorithm 

effectively 

detects image 

manipulations 

achieving 95% 

accuracy. 

 

No clear 

potential 

computat

ional 

requirem

ents 

stated. 

 

9. A Deep 

Learning 

Approach To 

Universal 

Image [9] 

Manipulation 

Detection 

Using A New 

Convolutional 

Layer [9] 

IH&MM 

Sec '16 

 

Convolutional Neural 

Network, Gaussian 

Blurring, Additive 

Gaussian white noise. 

 

Model was 

able to detect 

manipulations 

with 99.31% 

accuracy. 

 

Limited 

to 

specific 

image 

manipula

tions. 
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2.2 KEY GAPS IN THE LITERATURE 

 

• Limited Training Data: Many studies highlight the challenge of limited data for training deep 

neural networks, which can hinder the performance and generalization of models. 

• Model Performance on Small Images: Some models do not perform well on tiny images, 

indicating a need for improvement in handling small-scale images. 

• Variability in Performance Based on Dataset Size: The performance of forgery detection 

models may vary depending on the size and quality of the dataset used for training and 

evaluation. 

• Limited Discussion on Experimental Results: Some studies provide limited discussion on 

the experimental results, making it challenging to assess the reproducibility and reliability 

of the proposed methods. 

• Limited to Specific Datasets: Some approaches are limited to specific datasets, such as the 

MICC-F220 dataset, which may restrict their applicability to other datasets or real-world 

scenarios. 

• Unclear Computational Requirements: Some studies do not clearly state the computational 

requirements of the proposed algorithms, making it difficult to assess their feasibility for 

practical implementation. 
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CHAPTER 3: SYSTEM DEVELOPMENT 

 

3.1 REQUIREMENTS AND ANALYSIS 

Following are the requirements to run the project without any system errors or issues: 

 

3.1.1 SOFTWARE REQUIREMENTS 

The project has the following software requirements – 

• Programming Language: Python 3.3 or higher 

• Integrated Development Environment (IDE): Visual Studio Code (VS Code), Jupyter 

Notebook 

 

3.1.2 HARDWARE REQUIREMENTS 

The project has the following hardware requirements – 

• Random Access Memory (RAM): 8 GB or higher 

• CPU Requirements: 1.6 GHz  

• Operating System: Windows  

 

3.1.3 LIBRARY REQUIREMENTS 

• Numpy – Numpy is a fundamental library for numerical computations and handling array 

operations, especially in image processing tasks. 

• OpenCV – It is used for image processing tasks like filtering and resizing images. 

• Streamlit – It is used to create the web application interface for uploading images and 

displaying the results of the forgery detection model. 

• Tensorflow – Tensorflow is utilized for deep learning tasks. 

• Matplotlib – It is used to visualize images, ELA results, and performance graphs during 

model training. 

• PiL (Pillow) – It is Employed for image processing tasks like ELA, image manipulation. 
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3.2 PROJECT DESIGN AND ARCHITECTURE  

 

• The Convolutional Neural Network (CNN) model (Fig 1) used in this study is based on the 

CASIA 2 dataset, a well-known benchmark dataset in the field of image manipulation 

detection. The dataset contains a vast collection of both original and altered photos, making 

it ideal for training and testing the model's performance. 

• Before feeding the images into the CNN model, numerous preprocessing processes are used 

to improve the data's quality and compatibility. 

• Image Resizing: The images in the CASIA 2 dataset vary in size, which can impair the 

model's performance. To remedy this, all photos are downsized to a common size (e.g., 

256x256 pixels) using interpolation techniques that maintain the aspect ratio. 

• Feature Selection: In addition to scaling, various feature selection techniques can be used to 

extract useful information from photos. This can include approaches like histogram 

equalization, which increases image contrast and allows the model to recognize minor 

variations between legitimate and altered photos. 

• These preprocessing processes serve to prepare the dataset for training the CNN model, 

guaranteeing that it can learn and identify patterns associated with picture counterfeiting. 

 

 

Fig 1: Project Design 
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Fig 2: Project Architecture 

 

• CASIA 1 dataset (Fig 2) is used to train and test the Splicing CNN model. A Dual-Stream 

UNET architecture is adopted for the second phase of Splicing forgery detection. The 

architecture consists of two streams: The first one is for processing the RGB images and the 

second one is for processing a noise feature map generated by passing the image through 

SRM (Steganalysis Rich Model) filters. The output from both the streams is then integrated 

and passed through a CNN layer with a sigmoid activation function in order to produce a 

binary image which will indicate all the manipulated regions in the input image. 

• A combination of Error Level Analysis (ELA) and Convolutional Neural Network (CNN) is 

used along with CASIA 2 dataset to train and test the Copy-Move model. Based on the 

differences in the compression levels, ELA is used to identify the regions of an image that 

may have been altered. 
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3.3 DATE PREPARATION  

 

3.3.1 DESCRIPTION OF THE DATASET  

This project requires a large number of images, consisting of both forged and authentic images 

which will be used to train te model. For this purpose, CASIA2 [26] dataset is being used which 

is readily available on Kaggle. 

It consists of a total of 12,000 images with around 7000 of them being authentic images and 

around 5000 tampered images. 

 

There are four folders in the dataset, namely – 

• Tp – This folder contains the fake copy-move images 

• Sp – This folder contains the fake spliced images 

• Au – This folder contains all the real images 

• CASIA 2 Groundtruth – This folder contains a fake image mask 

 

3.3.2 DATA CLEANING AND PREPROCESSING 

The dataset underwent several preprocessing steps to standardize the images for Copy-Move 

model training: 

 

• Image Resizing: All images were resized to a uniform size of 128x128 pixels using bicubic 

interpolation to maintain image quality.  

• ELA Image Generation: Error Level Analysis (ELA) images were generated for each 

original image in the dataset, aiding in identifying potential manipulations and 

compressions.  

• ELA Image Generation: Error Level Analysis (ELA) images were generated for each 

original image in the dataset, aiding in identifying potential manipulations and 

compressions.  
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As for the Splicing model training, the dataset underwent the following preprocessing steps: 

• Image Resizing: The RGB images were resized to 512x512 pixels to match the input size 

expected by the dual-stream UNET model. 

• Data Splitting: The dataset was split into training and validation sets of 80% and 20% to 

evaluate the performance of the model. 

 

3.4 IMPLEMENTATION  

 

3.4.1 COPY-MOVE FORGERY DETECTION MODEL  

System Overview – Currently, CASIA1 and CASIA2 datasets are being utilized, both of these 

datasets are available on Kaggle for the project. The task is divided into two phases. Initially, 

the goal is to classify images as either real or fake, constituting a classification problem. 

Subsequently, in the second phase, the aim is to predict the tampered regions within the images, 

resembling a Binary-Image Segmentation problem. While there is no strict latency requirement 

for immediate results, it is essential that the model does not take an excessive amount of time to 

determine both the authenticity of the image and identify the tampered regions.  

 

 

Fig 3: Copy-Move model architecture [18] 

 

3.4.1.1 PHASE 1 

In phase 1, the model aims to predict whether an image is real or fake, which is a classification 

problem. The model architecture is shown in Fig 3. 
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3.4.1.2 DATA EXPLORATION 

• Begin by importing fundamental Python libraries for tasks such as data exploration, 

manipulation, and model development. 

• Within the dataset, there are three distinct folders: 

Tp: This directory comprises of tampered images. 

CASIA2 Groundtruth: This directory encompasses masks for fake images. 

Au: This folder holds authentic, real images. 

• To initiate the analysis, the main focus will be on fake images housed in the 'Tp' folder. As 

this directory also contains miscellaneous files, only those files with the extensions '.jpg' or 

'.png' will be specifically read and considered. 

 

 

Fig 4: Number of fake images 

 

There are a total of 2064 fake images in the dataset as shown in Fig 4, each associated with a 

corresponding mask image stored in the 'CASIA 2 Groundtruth' folder, indicating the tampered 

regions. However, it’s important to note that this mask information is not needed in the phase 1 

of the analysis. 

 

 



20 

 

 

Fig 5: Number of real images 

 

The count of authentic (real) images is 7437 as shown in Fig 5, a substantially larger number 

compared to fake images, posing the challenge of an imbalanced dataset. To address this issue, 

a technique known as under sampling will be employed, reducing the number of pristine images. 

As a result, an almost balanced dataset of images is achieved belonging to both the fake and real 

classes, totaling half of the original dataset. 

 

3.4.1.3 DATA PREPROCESSING 

The approach involves conducting an error level analysis on the input image and feeding the 

resulting Error Level Analysis (ELA) to a simple convolutional neural network (CNN) trained 

to discern between fake and authentic images. Error level analysis is a method for detecting 

manipulated images by capturing them at a specific quality level and subsequently calculating 

the variation from the compression level. When an image is initially saved as a JPEG, it 

undergoes compression. Most editing software, such as Adobe Photoshop, GIMP, and Adobe 

Lightroom, supports JPEG compression operations. If the image is then modified using editing 

software, it is compressed once again. Neal Krawetz introduced the concept of Error Level 

Analysis for images after observing how errors propagate during the saving of a JPEG image, 
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especially when sections are cut out and the image is subsequently compressed. of an image and 

pasting it into another image, the ELA for the pasted section often detects a more significant 

error, which means it is brighter than the rest of the image higher ELA level.  

 

• Function for generating ELA image of an input image. 

• A function is defined that will generate an ELA image for an image plus it will normalize 

the pixel value of the ELA image (from 0–255 to 0–1). It will also resize the image to 

128*128. 

• It is then iterated over the dataset to generate X (input) and Y (output). X contains a 128*128 

long vector and Y is the corresponding label for that X (0 for fake and 1 for real) 

• Next, the data is separated (X and Y) into training and validation sets. A testing set will not 

be built as there are not enough data points available. 

• A custom data generator is built so that there is no need to preprocess all the data points at a 

time and store them in the RAM. A batch of data points can be preprocessed and passed 

through Convolution Neural Network. 

 

3.4.1.4 MODEL BUILDING AND TRAINING 

 

• A simple neural network is made with 2 convolution layers with a max pooling layer and a 

dropout layer followed by two dense layers and one output layer. The model has a total of 

4194320 parameters as shown in Fig 6. 

 



22 

 

 

Fig 6: Number of Parameters 

 

• The model is compiled with Adam (learning rate=0.0001) as optimizer and binary cross 

entropy as loss function because there are only two classes. 

• Two callbacks are defined (A callback is a set of functions to be applied at given stages of 

the training procedure. It is defined and used when there is a need to automate some tasks 

after every training/epoch that helps you have control over the training process). 
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Fig 7: Structure of CNN model 

 

• The Structure of the copy-move forgery detection CNN model is shown in Fig 7. 

• LearningRateScheduler It will decrease the learning rate by 10 percent after every 5 epochs. 

• Early stopping – It will monitor validation loss, if it doesn’t decrease after 3 epochs it will 

stop the training model. 

 



24 

 

3.4.1.5 PHASE 2 

In the second phase, the main objective is to predict the specific region of a manipulated image 

where tampering has occurred. This task essentially boils down to a binary image segmentation 

problem. The input to the model is a forged image, and the desired output is a binary image that 

highlights the areas where tampering has taken place. 

 

3.4.1.6 DATA EXPLORATION 

• Importing essential libraries for data manipulation and constructing a deep learning model. 

• In this context, manipulated images will be exclusively utilized, and for these corresponding 

masks are provided. These masks delineate the specific regions within the images that have 

undergone tampering. So essentially, the process involves reading each file individually and 

extracting the image path, assigning a label (in case, "fake"), and creating an image ID. 

• For every manipulated image, there is a corresponding mask image. Iterations will be run 

through the CASIA 2 Groundtruth folder in the dataset (Fig 8), which contains all the mask 

images. During this iteration, the image ID and the path of the respective mask image will 

be recorded 

 

 

Fig 8: Groundtruth folder containing mask Images 
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• Now there are two datasets, one contains a fake image path and image ID second contains a 

mask image path and image ID. So, the idea is to merge both of them (on image id) into one 

which contains the image path and mask image path. 

 

 

Fig 9: Two datasets of Fake and Real Images 

 

The dataset contains fake image paths and mask image paths corresponding to each fake 

image, as illustrated in Fig 9. The total number of fake images in the dataset is 2004. 

 

3.4.1.7 DATA PREPROCESSING 

• In the image forgery detection process, a crucial step involves modifying the mask image to 

distinguish between tampered and non-tampered regions. This modification is achieved by 

representing the tampered region as black and the non-tampered region as white, as 

illustrated in Fig 10. Initially, the mask image contained pixel values ranging from 0 to 255. 

To ensure compatibility with the sigmoid activation function used in the output layer of the 

model, these values are scaled down to either 0 or 1. Specifically, all pixel values that were 

originally 255 (representing white) are converted to 0.0 (black), while pixel values that are 

not equal to 255 are converted to 1.0 (white). This transformation allows the model to 

interpret the mask image accurately and make informed decisions regarding the authenticity 

of the input image. 

 

• The scaling of pixel values in the mask image is critical for the proper functioning of the 

model's output layer. The sigmoid activation function, commonly used in binary 

classification tasks, expects input values to be within a certain range (typically between 0 
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and 1). By converting the pixel values in the mask image to 0 or 1, the sigmoid function can 

effectively process this data and generate meaningful predictions. This step ensures that the 

model can accurately differentiate between tampered and non-tampered regions based on the 

information provided by the mask image, ultimately improving the overall performance and 

reliability of the forgery detection system. 

 

 

 

Fig 10: Tampered Region 

 

• The Dataset (fake image data) is then split into training and validation datasets. 

• For this task, a dual-stream UNET will be used. The first stream input will be the RGB image 

second stream input will be a noise feature map which will be obtained by passing the image 

through SRM (Steganalysis Rich Model) filters. 

• The Precision, Recall and F1-Score can be calculated from the code shown in Fig 11 
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Fig 11: Code to calculate Precision, Recall & F1 Score 

 

 

3.4.2 SPLICING DETECTION MODEL 

• The ELA Image Generation Function is a code segment that defines a function named 

'convert_to_ela_image'. This function takes two inputs: the path to an image file and 

the quality level for resaving the image. The function then executes a series of 

operations to create an ELA (Error Level Analysis) image based on the input image. 

ELA images are useful in detecting image manipulations because they highlight areas 

of an image that may have been altered or compressed differently from the rest of the 

image. By resaving the image at a specified quality level and comparing it to the 

original, ELA images can reveal discrepancies that indicate tampering or manipulation. 

• In the data preparation step, the input images are converted into ELA images using the 

'convert_to_ela_image' function. These ELA images are then resized to a standard size 
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of 128 x 128 pixels. This resizing is crucial for standardizing the input images, 

ensuring that they are all the same size and format before being processed by the 

splicing detection model. Standardizing the input images in this way helps to improve 

the efficiency and accuracy of the model, as it reduces the variability in the input data 

and ensures that the model is trained on a consistent set of images. The original image 

and the image after conversion to ELA is shown in Fig 12. 

 

 

Fig 12: a) Original image b) Image after conversion to ELA 

 

3.5 KEY CHALLENGES 

• Since, it is a CNN it requires a heavy computational power to train the model and with the 

use of more and more big dataset consisting of more images there is a need for a heavy GPU 

enabled machine to train it efficiently and faster. 

• Ensuring that the models generalize well to unseen data and can detect a wide range of image 

manipulations effectively can be challenging. 

• Detecting complex manipulations such as splicing and retouching can difficult to identify. 

• Handling noise and distortion in images can affect the model's ability to detect forgeries 

accurately. 
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CHAPTER 4: TESTING 

 

Following the successful training of the models, the testing and validation phase will begin by 

evaluating the models’ performance on randomly selected photos from the dataset. 

  

4.1 TESTING STRATEGY 

Testing strategy of both the models are described below: 

 

4.1.1 COPY-MOVE FORGERY DETECTION MODEL 

 

 

Fig 13: Function to convert image to ELA image 

 

In this code snippet (Fig 13), a function “convert_to_ela_image” is defined which applies Error 

Level Analysis (ELA) to an input image. ELA identifies portions of a picture that may have 
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been digitally manipulated by comparing the original image to a re-saved version with a different 

compression level. The function accepts an image file path and a quality argument as input. It 

creates a temporary JPEG version of the image and then calculates the difference between the 

original and temporary images to identify areas of substantial variation. Finally, it increases the 

brightness of the difference image to highlight the altered regions before returning the final ELA 

image. 

 

 

 

Fig 14: Function to prepare test image 

  

This code sample (Fig 14) provides the function “prepare_image”, which turns an input image 

to an Error Level Analysis (ELA) image, resizes it to 128x128 pixels, flattens it into a NumPy 

array, and normalizes the pixel values to a range of 0 to 1. 

 

 

Fig 15: Function to get prediction for test image 

 

In this snippet (Fig 15), the test image is first prepared by converting into ELA image and getting 

resized, after that getting the prediction for the test image using the trained model. 
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Fig 16: Prediction on 5 random images 

In this snippet (Fig 16), 5 random images are selected from the dataset and are sent to predict 

function to get the prediction of whether they are fake or authentic. 

 

4.1.2 SPLICING FORGERY DETECTION MODEL 

This function “preprocess_image” (Fig 18) loads an image from the specified location and 

resizes it to 128x128 pixels using Keras' image.load_img method. It then converts the image to 

a NumPy array, increases its dimensions to match the desired batch size (adding a dimension at 

axis 0), and divides the pixel values by 255.0 to normalize them to a range of 0 to 1. The 

processed picture array is returned for future usage in a model. 

 

 

Fig 17: Function to preprocess the test image 
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Fig 18: To test a custom image 

 

A custom input image is used in Fig 18, which is then fed to the trained model to predict whether 

it is fake or authentic. 

 

4.2 TEST CASES AND OUTCOMES 

While classifying for the 5 random images to test the model trained for copy-move forgery 

detection, it classified all the 5 images correctly. As shown in Fig 19. 
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Fig 19: Prediction for copy-move forgery detection 

 

 

While classifying for the 1 custom image to test the model trained for splicing forgery detection, 

it classified the custom image correctly. As shown in Fig 20. 

 

 

Fig 20: Prediction for splicing detection 
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CHAPTER 5: RESULTS AND EVALUATION 

 

5.1 RESULTS 

The combination of both models produced an image forgery detection system capable of 

identifying two different types of image modifications with high accuracy. The splicing forgery 

detection model, which used a Dual-Stream UNet architecture with SRM filters, along with 

copy-move forgery detection model which used ELA-CNN will be validated after successful 

training of both the models in order to see how they are performing on the testing dataset.  

 

5.1.1 COPY-MOVE FORGERY DETECTION MODEL 

 

 

 
Fig 21: Plotting the model loss 

 

 

In this snippet (Fig 21), Epoch v/s Loss graph is being plotted (Fig 22). Here, in this graph, it 

illustrates how the loss of the model changes over the epochs during the training process. The 

loss represents the difference between the predicted output of the model and the actual ground 

truth of truth labels. The y-axis having lesser values indicates better performance over the 

epochs. 
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Fig 22: Epoch v/s Loss graph  

 

5.1.2 SPLICING FORGERY DETECTION MODEL 

 

 

Fig 23: Function to plot Accuracy and Loss v/s Epoch 

 

This code (Fig 23) employs Matplotlib to generate two subplots that display the training and 

validation loss (top plot) and training and validation accuracy (bottom plot) over epochs. It 

retrieves the loss and accuracy history from a a trained model and plots it with blue lines for 
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training and red lines for validation. The graphs as shown in Fig 24 helps visualize the model's 

performance during training by demonstrating how loss drops and accuracy improves over 

epochs. 

 

 

Fig 24: Accuracy and Loss v/s Epoch graphs 

 

• Training and validation loss and accuracy graphs: Continual decrease in training loss 

and initial decrease of validation loss but then gradual increase is a sign of overfitting. 

• The validation accuracy starts to decrease while the training accuracy continues to 

increase which is also a sign of overfitting. 

 

The “plot_confusion_matrix” function (Fig 25) generates a visual representation of a confusion 

matrix. It employs matplotlib to create a color-coded matrix, with each cell representing the 

number of true positives, false positives, true negatives, and false negatives. This function 

accepts the confusion matrix cm and a list of classes as input, together with optional parameters 

for normalization, title, and colormap. It then presents the confusion matrix, which includes 
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labels for true and predicted labels, making it easier to interpret the performance of a 

classification model. 

 

 

Fig 25: Function to plot confusion matrix 

 

The confusion matrix (Fig 26) generated from the “plot_confusion_matrix” function is 

explained below: 

• True Positive (TP): These are the cases where the model predicted the class as positive 

(P), and the actual class is also positive. In this case, TP = 92, which means there were 

92 instances where the model correctly predicted the positive class. 

• True Negative (TN): These are the cases where the model predicted the class as negative 

(N), and the actual class is also negative. TN = 166, indicating that there were 166 

instances where the model correctly predicted the negative class. 
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• False Positive (FP): These are the cases where the model predicted the class as positive 

(P), but the actual class is negative (N). FP = 56, meaning there were 56 instances where 

the model incorrectly predicted the positive class. 

• False Negative (FN): These are the cases where the model predicted the class as negative 

(N), but the actual class is positive (P). FN = 30, indicating that there were 30 instances 

where the model incorrectly predicted the negative class. 

 

 

Fig 26: Confusion matrix 
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Fig 27: Function to print Precision, Recall and F1 Score  

 

In this snippet (Fig 27) the Precision, Recall and F1 Score (Fig 28) is being calculated and printed 

for the splicing model. 

 

 

Fig 28: Precision, Recall and F1 Score 

 

5.1.3 WEB INTERFACE 

After successfully training and testing both the models, the team implemented the web interface 

and easily integrated the models within its framework (Fig 29). 
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Fig 29: Home page of the web interface 

 

 

Fig 30: User-Interface for copy-move forgery detection 
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Here it is clear that the web interface is working properly for copy-move forgery detection as 

well as splicing forgery detection (Fig 30 & 31) and is able to efficiently generate the ELA image 

as well as display the probability of the image being real or fake. 

 

 

Fig 31: User-Interface for splicing forgery detection 
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CHAPTER 6: CONCLUSIONS AND FUTURE 

SCOPE 

 

6.1 CONCLUSION 

In this project, the two models utilized to detect weather the images have copy-move forgery or 

splicing forgery with the help of 2 separate CNN models. Commencing with the input image, 

the system generates an ELA image, highlighting regions of interest through a comparison with 

re-shaped version. Subsequently, features, encompassing texture and color information, are 

extracted from the ELA image. With a precision rate of 89% for the copy-move forgery and 

75% for the splicing forgery detection the web interface is able to efficiently predicts both the 

type of forgery. 

 

6.2 FUTURE SCOPE  

• Dataset Expansion and Complexity: Enlarge the dataset with diverse forgery scenarios, 

resolutions, and compression levels to strengthen the model's capability to detect a broader 

range of manipulations. 

• The model can also be upgraded to detect more types of image forgeries such as Image 

resampling and Image retouching. 

• Interdisciplinary Collaborations: Collaborate with fields like cryptography and blockchain 

to explore image authentication and tamper-proofing solutions, enhancing image integrity 

and traceability. 

• Advanced Machine Learning Integration: Incorporate advanced machine learning 

algorithms, like deep learning models, to enhance accuracy in detecting complex 

manipulations and improve adaptability. 
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