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ABSTRACT 

Plant diseases have a major negative influence on agricultural productivity, which results in very 

large monetary losses and problems related to food security. For the well organized treatment of 

these diseases, early identification/detection is important. Nowadays, technological 

developments, especially in the field of computer vision and deep learning, have opened the 

door for various methods of detecting plant diseases. The goal of this project is to use deep 

learning algorithms and image processing techniques to construct an automated system for the 

detection of plant diseases. 

A large dataset with labeled photos of both healthy and infected plants is used to train the 

algorithm. In order to take use of pre-trained models and improve the accuracy and precision of 

infected categorization, ensemble learning approaches are used. With the help of the particular 

dataset, the model is adjusted to better fit the modulation of various plant diseases. 

Our study presents an innovative method for detecting plant diseases through the use of an 

ensemble stacking technique that combines the VGG16 model and Convolutional Neural 

Networks (CNNs). Understanding the importance of early disease detection for agricultural 

output, our approach makes use of the capabilities of the VGG16 model, which is well-known 

for its capacity to identify patterns in images via transfer learning, as well as stacked CNNs, 

which are intended to capture complex hierarchical features. 

This study creates the preliminaries for further study and processing of ensemble stacking 

techniques concerning plant disease detection, with possible benefits in smart agriculture and 

crop management. 

Keywords: CNN, VGG-16, Ensemble Stack Model, Plant Disease Detection, Early Disease 

Detection. 
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CHAPTER 1:  INTRODUCTION 

1.1 INTRODUCTION 

In agriculture, the soundness of the crop is determined in the early stage or if the detection is 

done timely and precisely. Manual detection or conventional methods take time and even may 

be incorrect and may be given wrong accuracy and precision which could delay the treatment 

for the diseased plants. Due to the new technology in the field of deep learning, models like 

CNN and VGG16 could make the work way easier and accurate and precise and could even help 

it done within the right time. This study explores the advance deep learning methods CNN and 

VGG16 , defining the ensemble stack model of both these models concatenating their 

predictions and improving accuracy and precision of the detection system. 

This study is very important because it faces the most important difficulty of the farmers i.e. 

correctly detecting and identifying the plant diseases. Pests, diseases and sometimes the bad 

environment conditions directly impacts the health of the plants, and the economic conditions. 

The well established difficulty of plant diseases may be resolved more accurately and precisely 

with the use of the deep learning models like CNN and VGG16, which are well known for their 

complex pattern extraction.  

This study tries to make a very flexible system using the powers of CNN and VGG16 which are 

quite known for their skills in extracting complex features from images. By combining both the 

models and their predictions, it adds some complexity and improves the validation accuracy and 

precision of the model on plant disease detection. This study basically looks into the uses and 

the strong features of both the models and their complicated integration for farmers in the field 

of agriculture. It will benefit a lot in the agricultural field if extended and covering more 

categories, more than defined in this study. 
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The target of this study is to find an efficient and accurate and precise method for detecting most 

of the diseases with the help of the deep learning technology, their features, by preprocessing 

the data, tuning the model, and ensemble stacking of the models. The results of this study have 

the possibility to completely change the agriculture field if extended in the right direction, 

including various other categories, increasing the dataset, and carrying it out on the real-world 

scenario.  

Convolutional Neural Networks (CNNs), one of the key technologies in the deep learning era, 

have brought about a paradigm shift in agriculture. CNNs' capacity to automatically extract 

important information from images makes them especially well-suited for the complex process 

of detecting plant diseases. This study acknowledges the possibility of using CNNs in 

conjunction with the trained VGG16 model to provide the agriculture industry with a 

sophisticated and effective disease detection system. Diverging from conventional 

methodologies, the integration of deep learning techniques provides a more dynamic and 

adaptable response to the enduring problems of plant diseases that farmers confront. 

The use of ensemble stacking in this study offers an experienced tactic to grasp the advantages 

of individual models. The overall precision and accuracy of plant disease detection is intended 

to be improved by the combination of CNNs and VGG16 through ensemble stacking. While 

CNNs are excellent at extracting features, VGG16 contributes its skill in identifying complex 

patterns. By utilizing the combined intelligence of multiple models, the ensemble stacking 

process addresses flaws and modulation that can be overlooked when examining each model 

alone. The goal of this layered approach is to provide a more dependable and all-encompassing 

solution by pushing the limits of detecting capabilities. 

The many obstacles that farmers around the world confront highlight the importance of this 

endeavor. Food security and economic stability are put at risk by agricultural losses caused by a 

combination of pests, diseases, and environmental conditions. This work aims to address these 

issues by introducing a very advanced technological plant disease detection system.  
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Deep learning models' efficiency and accuracy have the potential to completely transform 

disease management strategies by empowering farmers to deploy focused interventions.The 

productivity of agricultural systems are closely related to global food security. Crops are 

exposed to significant damage because traditional disease/ manual detection techniques 

frequently fail to provide timely and accurate information. With an emphasis on ensemble 

stacking and sophisticated deep learning models, the study's findings have significant 

ramifications for global food security. The project helps achieve the larger objective of 

guaranteeing a robust and sustainable global food supply by providing farmers with a tool that 

enables early and accurate intervention. 

In conclusion, this work highlights the wider ramifications for the agricultural landscape while 

delving into the technical nuances of deep learning model integration. The goal of the study is 

to offer a thorough and effective solution for plant disease identification by utilizing CNNs and 

VGG16 in an ensemble stacking methodology. It has the potential to have a significant impact 

on agriculture, offering farmers all over the world new approaches to managing diseases as well 

as increased crop yields and more sustainable food production. 

1.2 PROBLEM STATEMENT 

The problem statement for plant disease detection using machine learning and deep learning is 

to develop a reliable and precise system that can quickly identify and diagnose plant disease. 

The major problem faced in the agriculture domain is the wastage of food due to plant diseases 

and plant illness. This system should be able to interpret large amounts of data precisely and 

correctly, and it should be able to conclude new places and plant species. The potential for 

machine learning-based solutions to overcome these constraints and provide an automated, 

objective solution for plant disease diagnostics. But building these kinds of systems requires 

having access to large and diverse datasets, selecting appropriate machine learning methods, and 

optimizing hyperparameters for the specific problem at hand. 
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1.3 OBJECTIVES 

 1.3.1 EARLY DETECTION: A crucial component of agricultural management, early 

diagnosis of plant diseases is extremely important for stopping the spread of disease and 

preserving crop health. This technique entails spotting disease signs and symptoms in plants 

well in advance of the visual manifestation of significant harm. The goal is to minimize the 

impact of illnesses on crops and stop them from spreading to nearby plants or fields by acting 

quickly and implementing targeted preventative measures. 

Early detection is in line with precision agriculture's tenets, which maximize the farming 

practices by utilizing data-driven insights and technological improvements. Farmers may 

precisely and precisely respond to possible disease threats by detecting minute changes in plant 

health through the integration of technology such as image processing and deep learning. 

 1.3.2 IMPACT OF SIZE OF DATASET: The efficacy and dependability of the diagnostic 

results for plant diseases are significantly influenced by the amount of the dataset used to train 

deep learning algorithms. A more comprehensive portrayal of the various kinds and variants of 

diseases that plants may display is possible with a larger dataset. Because it enables deep 

learning algorithms to learn and recognise a wide range of patterns, symptoms, and 

characteristics associated with various diseases, the dataset's diversity is crucial. Consequently, 

using a large dataset helps to reduce the likelihood of inaccurate detection and forecasts. 

A very important and crucial point impacting the performance of the model is how large the 

dataset is that is used to train the model for detecting plant diseases. The large dataset provied a 

variety of images and cover most of the diseases which could make it easier for the algorithm to 

detect the diseases. This helps in increasing the accuracy and precision of the model which could 

be a game changer in the agriculture field if used a large dataset or the dataset is extended. This 

could help in timely and accurately detection of the plant diseases. 
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1.4. SIGNIFICANCE AND MOTIVATION OF THE PROJECT WORK 

The importance and the immediate need of this model in the field of agriculture is the timely 

and the accurate detection of the plant disease. This research is basically a try to improve the 

accuracy and precision of the detection of plant diseases by using the deep learning techniques 

like CNN and VGG16. 

Pests, diseases adversely affects the crops and the plants which has become a challenge to the 

farmers. In order not to loose the crops, and protect and treat the crops timely, it is important 

that the detection is done timely , well in advance so that appropriate actions are taken.Advanced 

technologies of deep learning like CNN and VGG16 can be of use because of their potential in 

detecting the diseases in the plants accurately and precisely. 

Manual and the conventional methods of plant disease detection could be time taking and may 

detect wrong sometimes. The use of deep learning techniques brings a change in this scenario, 

detecting the diseases timely.These models are able to extract complex features from the images 

and detect the diseases in the plants from large datasets.This project uses technology to provide 

a state-of-the-art solution that is in line with precision agriculture's changing needs. 

Introducing ensemble stacking, which combines the advantages of VGG16 and CNN models, is 

an excellent way to improve disease detection accuracy and precision even more. By utilizing 

the combined intelligence of these models, ensemble stacking addresses potential shortcomings 

in individual models and yields a more reliable result. This new approach furthers the 

development of deep learning methods for detecting plant diseases. 

The study is in line with precision agriculture's guiding principles, which emphasize using 

technology to enhance agriculture methods. The system attempts to deliver accurate and focused 

and precised insights regarding plant health through the integration of deep learning models. 

This not only helps with early disease diagnosis but also makes it easier for farmers to make 

better decisions, which enables resource-efficient and sustainable farming methods. 
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Timely intervention is synonymous with early discovery of plant diseases. The driving force 

behind the initiative is its ability to provide farmers with a tool that will allow them to quickly 

and accurately diagnose diseases, allowing them to take preventative action before the disease 

progress. By taking a proactive stance, the financial burden on farmers is reduced, and the 

overall resilience of agricultural systems is strengthened. 

This initiative offers a cutting-edge technology solution to lessen the impact of plant diseases, 

which tackles a vital issue of global food security. The development of robust disease detection 

systems becomes increasingly important as the globe struggles to meet the nutritional needs of 

an expanding population. The goal of this initiative is to significantly contribute to the security 

of the world's food supply. 

To sum up, the project is important because it has the possibility to transform plant disease 

detection through the help of deep learning techniques. Through the integration of CNN, 

VGG16, and ensemble stacking, the study aims to improve disease detection accuracy and 

precision while simultaneously providing farmers with an advanced and user-friendly tool for 

sustainable and productive farming. The drive comes from the pressing need to solve agricultural 

issues and support the overarching objective of guaranteeing food security for the world's 

expanding population. 

1.5 ORGANIZATION OF PROJECT REPORT 

1.5.1 INTRODUCTION:  

(a) Introduction 

(b) Problem Statement 

(c) Objectives 

(d) Significance and motivation of the project 

1.5.2 METHODOLOGY: 

(a) Dataset Description 
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(b) Data Preprocessing 

(c) Implementation of CNN model 

(d) Fine tuning of VGG16 model 

(e) Ensemble stacking approach 

      1.5.3 RESULTS AND ANALYSIS 

(a) Comparative analysis of VGG16, CNN and Ensemble Stacked model 

(b) Discussion on model accuracy and precision 

      1.5.4 CONCLUSION AND FUTURE WORK 

(a) Conclusion 

(b) Suggestions for Future Work 
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CHAPTER 2: LITERATURE SURVEY 

2.1 OVERVIEW OF RELEVANT LITERATURE: 

A review of the literature on deep learning-based plant disease detection indicates a constantly 

changing field with important breakthroughs and an expanding body of work. Convolutional 

neural networks (CNNs), in particular,in deep learning are approaches that researchers are using 

more and more to address the complex problems related to the timely and accurate detection of 

plant diseases. Several studies demonstrate the effectiveness of deep learning models, including 

ResNet, VGG16, VGG19, AlexNet etc. architectures, in identifying complex patterns and visual 

cues that are suggestive of plant diseases. The survey emphasizes the progression of datasets, 

from generic repositories to collections tailored to a particular topic, underscoring the 

significance of representative and diverse data for reliable model training.  

In order to improve the performance of plant disease detection models, transfer learning has 

become quite a popular technique that makes use of pre-trained models on large image datasets. 

Furthermore, research highlights how cutting-edge technologies like edge computing and the 

Internet of Things (IoT) can be integrated to provide real-time, on-field disease detection, 

thereby transforming traditional agricultural techniques which included manual labor. Even 

though a lot of progress has been made, there is still work to be done in the areas of dataset 

imbalances, deep learning model interpretability, and model deployment in resource-constrained 

situations. Overall, the review of the literature highlights how deep learning in plant pathology 

has the potential to revolutionize the field, providing insightful information and opening the door 

for new developments in precision agriculture. 

The authors of the paper present E-GreenNet, a novel plant disease detection model that is based 

on the MobileNetV3Small architecture. The model is adjusted such that it is uniquely well suited 

for the task of detecting plant leaves that are diseased. E-GreenNet has better performance on 

several datasets, such as the recently released PC, PV, and DRLI datasets. The 
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model's impressive memory, accuracy, and precision demonstrate how well it can accurately 

classify diseases. The study is noteworthy for its improvements and modifications to the 

MobileNetV3Small architecture, with a focus on end-to-end training to compute deep key points 

necessary for precise and accurate categorization.  

Though effective, the suggested approach suffers from poor visibility in misty or cloudy 

conditions and shows less resilience when objects are far away from the vision sensor, as 

observed in drone surveillance situations. The limitations are acknowledged by the authors, who 

also state that they want to address them in further work, specifically by adding an attention 

mechanism and testing the model on more difficult datasets. Overall, E-GreenNet proves to be 

a potent and timely method for identifying plant diseases, and continued development work aims 

to make it even more refined and flexible in a range of environmental settings. 

Ramanjot et al. [2] proposed a “Plant Disease Detection and Classification: A Systematic 

Literature Review'' which mainly gives us the overview of classification techniques and include 

old image processing methods, ML algorithms, and DL algorithms.They utilized various 

techniques for classification process out of which CNN stands out ot be most used and they 

found out that the deep learning techniques used are the best approach of all. The researchers 

feel like there's more need to focus on transfer learning and AI in plant disease detection.The 

results depicted that the most used model were having the extent to process the real image in its 

amorphous form.  

The main limitation in this paper was they mainly focused on a limited number of plant diseases 

and dataset. In future work there are many different things to be done in this model, as more 

than 1 leaf can be used in one frame to reduce time and increase the speed and efficiency of the 

model. 

In conclusion, the literature review critically assesses the efficacy and use of the methods used 

in plant disease detection in addition to summarizing their historical development.It lays the 

groundwork for upcoming research projects by indicating the incorporation of cutting-edge  
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technology and approaches to overcome present constraints and advance the field of plant 

disease detection to unprecedented heights. 

Kushal M U et al. [3] introduced a”Literature Survey of Plant Disease Detection using CNN '' 

where the paper looks over the need and use of CNN. It tells all the distinct CNN types which 

have been used in Plant disease detection.It also tells about the performance metric measure of 

all the 3 datasets used in this paper.All the different architecture of CNN like VGG16, ResNet5, 

and MobileNet were used in order to compare them all. It also used the Capsule network model 

and compared it to the CNN model and its architecture.The results were that they found CNN 

as an efficient approach for classification and also found that CNN performance could be 

upgraded using transfer learning.  

The main limitation is that the study has not evaluated the performance of the method when 

taken in consideration with real world scenarios. 

The study's conclusions highlight CNN's use as a classification/detection method for detecting 

plant diseases. Furthermore, the investigation into transfer learning as a way to improve % 

performance offers a better plan for raising accuracy and precision and productivity in this 

situation. The study's significant flaw, though, is that it did not include a use of this method in 

real-world situations. The applicability and resilience of the model in real-world, dynamic 

circumstances are called into question by this omission. This gap could be filled in future 

research projects in this area, guaranteeing a deeper comprehension of the viability of the 

suggested CNN-based method outside of controlled experimental settings. 

M.A.Jasim et al.[4] proposed a “Plant Leaf Diseases Detection and Classification Using Image 

Processing and Deep Learning Techniques' ' which reviews the use of image processing and ml 

algo. for disease detection and classification.It focuses the distinct data preprocessing methods 

which have already been used for extraction of feature and it also discuss the machine learning 

algorithms which are used for classification 

The main limitation of this paper was that it did not compare the results and performance with 

other algorithms and methods. 
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The study covers the machine learning algorithms used for classification and highlights several 

data preprocessing techniques used for feature extraction. The lack of a comparative analysis, 

which allows for a comparison of performance and results with other algorithms or 

methodologies, is an important limitation of this study. The research explores image processing 

and machine learning techniques in extreme detail, however it is unable to set a standard or 

compare the efficiency of the suggested approach to other approaches. Such comparison 

evaluations could be useful in future research/study to validate and improve the robustness and 

efficiency of the suggested model. 

N.Prashar et al.[5] proposed a “A Review of Image Processing Techniques for Plant Disease 

Detection” which  focuses on the use of image preprocessing techniques which are used for plant 

disease detection and it tells the distinct image segmentation methods which can be used to 

remove the disease affected part from plants, and also used to extract features to differentiate 

these part from diseased plant. 

The major limitation of this paper is that it takes a small amount of data and also does not focus 

on the data sparseness issues. The results show that image processing is the best way to remove 

the disease affected area and these techniques can improve the process of feature extraction and 

image segmentation. 

The importance of image segmentation techniques for detecting diseased plant segments and 

gaining characteristics that set them apart from healthy plant structures is specifically 

highlighted in this paper. Although the study recognises that image processing can improve 

feature extraction and segmentation, it is constrained by its small dataset size and ignorance of 

data sparseness concerns. Notwithstanding these drawbacks, the outcomes validate image 

processing's effectiveness in eliminating diseased areas. Though future research could address 

data-related problems and investigate the scalability of these strategies to larger and more 

diverse datasets, the work makes a valuable contribution to our understanding of the function of 

image processing in plant disease detection. 
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Sharadha Prashanta et al.[6] proposed a “Using Deep Learning for Image-Based Plant Disease 

Detection” review of different techniques used in CNN. The results showed that the Alexnet is 

giving an accuracy of 85% whereas the Googlenet is giving accuracy of 99.34% based on the 

training method. It used transfer learning which gives it the best accuracy out of every other 

algorithm. 

The major limitation of this paper is that when it tested the images in different weather 

conditions the accuracy reduced and the major focus of this paper was to remove this limitation. 

Notably, the study showcases the use of GoogLeNet, which uses a transfer learning strategy to 

achieve an outstanding accuracy of 99.34%, and AlexNet, which achieves an accuracy of 85%. 

One of the main reasons for the higher accuracy when compared to other algorithms is the 

application of transfer learning. However, testing the model in a variety of weather scenarios 

introduces a serious restriction that lowers accuracy. This constraint is recognised and 

highlighted throughout the study, highlighting the importance of robustness in practical 

applications. Future research in the field of image-based plant disease detection must focus on 

improving the model's adaptability to varied environmental circumstances, even though the 

study offers insightful information about the efficiency of deep learning techniques. 

Alok Kumar et al.[7] reviewed “Plant Disease Detection using VGG16” here the VGG16 is 

used as a classifier and for feature extraction. Deep learning algo gets the best results which can 

be upgraded or improved by increasing data or using transfer learning techniques.The accuracy 

achieved is 88.6% with 5 different diseases of tomato. the major limitation of this paper is the 

limited amount of dataset taken of plant disease detection which means that the results can vary 

and may not be generalized to other dataset. 

The study highlights the advantages of deep learning algorithms and demonstrates how well 

they can produce outcomes. The study also addresses how tactics like boosting data volume or 

applying transfer learning algorithms can lead to improvements in accuracy. The 

accomplishment of  88.6% in accurately identifying five distinct tomato-related disorders 
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highlights the efficiency of the VGG16 model in this particular situation. The use of a small 

dataset for plant disease detection is a major drawback, though, as it may affect how broadly the 

findings may be applied to other datasets. Due to this limitation, the results should be interpreted 

cautiously, highlighting the need for additional study to increase the dataset size and improve 

the suggested approach's robustness and applicability in a variety of settings and plant diseases. 

Anwar Abdullah Alatawi et al.[8] proposed “Plant Disease Detection using AI based VGG-16 

Model'' for plant disease detection and type of diseases.The accuracy achieved by model is 

95.2% and their are some limitation which are faced by the model is the background of image 

and the light creating blurriness in the images. There should be some improvement in this field 

to enhance the model.Moreover they have taken some upgraded technologies to elevate the 

performance and accuracy of image processing. 

The model identifies and classifies various plant diseases with an accuracy of 95.2%. The model 

has significant limitations, such as difficulties arising from the photographs' backdrop and 

problems with blurriness due to changes in illumination. In order to improve the flexibility of 

the model, the article calls for developments in these areas. The authors also stress the use of 

newer technologies to enhance image processing's overall accuracy and precision in the 

detection of plant diseases. This highlights the ongoing work to improve and optimize the 

suggested AI-based model for practical use and efficiency in a range of environmental settings. 

In conclusion, the combined knowledge gained from the articles that were reviewed highlights 

the constantly changing field of plant disease detection, where the application of cutting-edge 

technology, such deep learning algorithms and convolutional neural networks (CNNs), has 

exhibited important potential. Every study adds insightful viewpoints to this developing field. 

The literature review by Kushal M. U et al. offers a thorough analysis of various deep learning 

methods, emphasizing both their effectiveness and their potential for advancement via artificial 

intelligence and transfer learning. In the meantime, M.A. Jasim et al.'s research explores the  
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application of machine learning methods and image processing for disease diagnosis; 

nevertheless, its wider applicability is limited by the lack of a comparison analysis. 

The review by N. Prashar et al. emphasizes on image preprocessing methods and exhibit how 

well they work to eliminate disease-affected regions. Nevertheless, a small dataset and a 

disregard for data sparseness concerns limit the study. 

The analysis of deep learning approaches by Sharadha Prashanta et al. emphasizes that models 

such as AlexNet and GoogLeNet perform well, but it also reveals issues with different weather, 

which makes it necessary to overcome this limitation. 

The review by Alok Kumar et al., which focuses on VGG16, shows how deep learning 

algorithms can be used to detect plant diseases. However, the validity of the results is called into 

question due to the use of a small dataset. 

Using the AI-based VGG-16 model, Anwar Abdullah Alatawi et al.'s proposal achieves an 

95.2% accuracy. The constraints pertaining to image background and illumination concerns 

have been observed. These issues address the ongoing challenges and highlights the necessity 

for continual improvement. 

To sum up, these assessments show how far we've come in utilizing cutting edge technologies 

to detect plant diseases. The limits found in each study, however, highlight how crucial it is to 

continue conducting research in order to improve model robustness, generalize findings, and 

solve practical issues. Future research should concentrate on improving techniques, growing 

datasets, improving accuracy and precision and taking real world scenarios into account as the 

field develops to guarantee the usefulness and efficacy and importance of plant disease detection 

models under varied circumstances. 

P. V. Yeswanth et al.[9] proposed “Residual Skip Network-Based Super-Resolution for Leaf 

Disease Detection of Grape Plant” to sum up, this work presents a good method for efficiently 

detecting diseases in low-resolution leaf pictures, specifically targeting grape plants: the super-

resolution-based leaf disease detection (RSNSR-LDD) model.  
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The discussed Block SR effectively produces super-resolved images for different scaling factors, 

which the DDN then uses to detect leaf diseases. Surprisingly, the method used original datasets 

named PlantVillage, Grape400, and Grape leaf disease datasets with high accuracy rates of 

98.12%, 97.36%, and 100%. Additionally, the model performed admirably, achieving 

accuracies of 99.37%, 97.12%, and 100% on super-resolved pictures. 

These outputs exceed those of previous approaches, demonstrating the potency of the suggested 

strategy. Significantly, the technique's adaptability goes beyond grape leaves; it may be used to 

identify leaf diseases invaried plant species early on. The study exhibits how it helps promote 

sustainable ecological growth, and it plans to expand the application of super-resolution-based 

disease detection to include other plant parts including fruits, stems, and branches in the future. 

In summary, this research marks a noteworthy progression in the domain of plant disease 

identification, holding potential for wider agricultural uses. 

Nishant Shelar et al.[10] proposed “Plant Disease Detection Using CNN” revieed that the with 

50 epochs while the trainig of model was done it got the accuracy of 95.6% and also measured 

the training and validation dataset performance and accuracy.They worked with strawberry 

plants and potato plants.They got successful in applying the classification  models and 

techniques.It is used for automatic detection of plants disease.They have used many features and 

categories of plant and more than 12 species were tested and trained .Different image processing 

task were performedwith use of VGG16 with CNN, which means they used the ensemble stack 

model to get the better accuracy of model.They have also deploy the model in app and are trying 

to get the best results with the help of model. 

2.2 KEY GAPS IN THE LITERATURE: 

There are various gaps in the literature which need to be amend in order to get better 

understanding and results. Some key gaps are: - 

● Lack of data: - The availability of diverse, large, real world and marginalize data is 

important for training, validating and analyzing ML model for detection. Whereas, this  
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type is data are limited and are not diverse which lead to the problem of data sparsity. 

There are various features which should be involve in a dataset like the amount of 

dataset, weather condition, types oof diseases and many more, but the dataset with all 

these features is not available and hence it cause changes in model and lead to poor 

performance of model. 

● Limited focus on early detection: Early detection of diseases in plant disease detection 

is a very crucial factor in success of model. As if the disease is predicted but after the 

spread of it all over it won’t be effective at all. For disease prevention and less loss, early 

disease detection is very necessary. Many of the studies have found out that the  

diseases are detected after the wide-spread of disease or in the last stage of disease which 

have led to major loss and only when the symptoms are much more visible. However, 

there is a need of advance research to be done in order to get the best result and success 

of the model, and which can lead to better results and decision making. 

● Limited sensor technology: - Sensor technologies or devices are a better method to detect 

whether the plant is healthy or diseased. There is more research and work need to be 

done in the field of disease detection using sensor technology as compared to plant 

disease detection using image, as it need less time and it will provide the result 

simultaneously. Early detection limitation will also get removed once the sensor 

technology is developed. Combining sensors technology with ml algorithm Nd dl 

algorithm would definitely provide better results and accuracy once more research is 

done in this field. 

● Lack of multiple disease detection: - There are many plants which are multi-diseased, 

and it’s difficult to and complicated to found out all the disease simultaneously. So, this 

a factor which can be worked upon as in save time and cost. More research in upcoming 

time needs to be done on this particular part of multi disease affect of plant. 

● Real time detection method: - Earlier plant disease detection used to be complete in 

laboratory which is a very complicated method and time consuming. There is a need to 

use the original method in advanced technology again , which can work quickly to 
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detect disease. 

● Technology constraint: - Due to the backward thinking of village farmers and agriculture 

practitioners they resist to use the modern technology and stick to the traditional 

technology. Apart from this the people who wish to adopt this technology are unable to 

fill the gap due to less knowledge. As a result, the solution for this problem is to pitch 

the farmers about the advantages of using modern technology and how it will act as a 

boon to their income as well as to their agriculture crops. The main advantage of this 

technology would be that they would know what would be best for their crops at a 

particular time of the year 

Multi-plant capturing in single frame: Another major problem that we faced while 

working on this project, we need to compare multiple plant leaves at a time but due to 

technology used we are unable to reach to our goal we can only process single image at 

a time and can examine its disease at that time only. For the betterment of this project 

we will continue examine this problem and would resolve this in future. 
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CHAPTER 3: SYSTEM DEVELOPMENT 

3.1   REQUIREMENT AND ANALYSIS: 

 3.1.1 HARDWARE REQUIREMENTS:  

Computing System: A cutting-edge computer system with the power to handle tasks involving 

deep learning. For speedier computations, a multi-core processor (such as an Intel Core i7 or 

comparable) is advised. 

Graphics Processing Unit (GPU): It is strongly advised to use a dedicated GPU with CUDA 

support to speed up the training of deep learning models. GPUs from NVIDIA, like the GeForce 

or Quadro series, are frequently employed for this function. 

Random Access Memory(RAM):Training models and managing large datasets require enough 

RAM. It is advised to have at least 16 GB of RAM, but larger capacities (32 GB or more) are 

ideal for datasets that are larger. 

Storage Capacity:Enough storage to hold the model weights, the dataset, and any extra 

resources. For quicker model loading and data access, SSD storage is recommended. 

Internet Connectivity:Reliable and fast internet access to download dependencies, model 

architectures, and datasets. 

3.1.2 SOFTWARE REQUIREMENTS: 

Operating System: An appropriate OS that works with deep learning frameworks. Linux 

distributions (like Ubuntu) are popular options, but Windows and macOS are also viable options. 

Python: The main language for deep learning is Python programming. Making sure Python is 

installed, ideally at least version 3.6. 
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Integrated Development Environment (IDE):A good integrated programming environment 

(IDE) for Python, such PyCharm, Visual Studio Code, or Jupyter Notebooks could be used or 

colab. 

Deep Learning framework: To construct models, install deep learning frameworks. Two popular 

Python frameworks for deep learning are TensorFlow and PyTorch.Out of which, pytorch was 

used is this study. 

Visualization Tools:Visualization tools like Matplotlib, Seaborn, for displaying results and 

insights. 

3.1.3 ANALYSIS: 

 Implementation Using Pytorch: Pytorch uses flexible and dynamic computational graphs in the 

building phase of the model. In the scenario of variable dataset, this facility helps more. It is 

known for its simple features which makes it easy to debug the code. Visualization becomes 

easier using this. Pytorch’s API is considered more straightforward.  

Ensemble Stacking: Ensemble stacking of the individually applied models VGG16 and CNN in 

order to get the recognition of the complementary strengths and weaknesses of individual models 

like CNN and VGG16 both may capture different depictions of plant diseases because of the 

difference in their architecture. They may both be skillful in different aspects. Their combined 

decision-making process may surpass that of the individual model. CNN are more adaptable at 

recognizing special hierarchies and local features while VGG16 is more adaptable in 

recognizing more complex visual patterns resulting in a better representation of plant diseases. 

Dataset Size: Using a large dataset with different categories makes the dataset more diverse and 

helps in making the model more robust and accurate and precise. 
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3.2 PROJECT DESIGN AND ARCHITECTURE: 

System Architecture:  

Figure 1.1 System architecture 

The dataset of plant images containing 15 categories including both healthy and diseased crops 

is given as an input to the software.  

Preprocessing is a very crucial step in data preparation in order to improve the evaluation metrics 

of the final model. Further we preprocess the data which includes, image resizing, and cropping 

and rotating the images in the dataset using different libraries from pytorch to maintain the 

consistency in the input data in order to get more accurate and precise results. 

Then we split the preprocessed dataset into training and validation datasets which includes 

18575 and 2063 images respectively. This is done using various defined libraries of pytorch. 

Model training plays an important role in the whole process of disease detection. Th trained 

dataset which comprises 18575 images are given as an input to the first individual model i.e. 

CNN model and evaluation metrics are calculated. Then, VGG16 is applied to the same 

preprocessed training data and evaluation metrics are calculated. Finally, the frontend is 

integrated with the save final model. 
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Data Flow Diagram: 

Level 1: 

 

Figure 1.2 Level 1 Data Flow Diagram 

This is the point where the model receives data from the surroundings. Inputs are the raw 

materials and then the raw material or data is transformed the data into output.Once the 

transformation is done it is delivered to the environment. 

Level 2: 

 

Figure 1.3 Level 2 Data Flow Diagram 

Level 3: 

 

Figure 1.4 Level 3 Data Flow Diagram 
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Figure 1.5 Level 4 Data Flow Diagram 

E.R.Diagram 

 

Figure 1.6 ER Diagram 
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Entity relationship diagram also known as ERD, gives a graphical depiction of any system which 

shows the relationship between objects, events or the process in that system. We have used a 

very pythonic and straight forward ,Pytorch which uses dynamic computational graph in the 

building phase of the model.  

We have preprocessed our data by applying rotation, cropping, and resizing the data. Further we 

have split the data in testing, validation and training datasets.     

First of all, we have applied a basic CNN model on the training data and evaluated it on the 

validation data. Then we have tuned our model according to the required changes and adjusted 

the hyper parameters accordingly.  

Then we applied the pre-trained VGG16 model on the training data and evaluated it on the 

validation data. Then we have tuned our model according to the required changes and adjusted 

the hyper parameters accordingly.  

After individually tuning the model, we ensemble stacked the individually applied models 

VGG16 and CNN in order to get the recognition of the complementary strengths and weaknesses 

of individual models like CNN and VGG16 both may capture different depictions of plant 

diseases because of the difference in their architecture. They may both be skillful in different 

aspects. Their combined decision-making process may surpass that of the individual model. 

CNN are more adaptable at recognizing special hierarchies and local features while VGG16 is 

more adaptable in recognizing more complex visual patterns resulting in a better representation 

of plant diseases. 

After this we have evaluated and compared the evaluation results which includes precision, F1 

score, and accuracy of CNN, VGG16 and Ensemble stack of both. 

At last, we will be integrating the frontend for user interaction with the ensemble stacked model. 
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3.3 DATA PREPARATION 

Data preparation involves several steps in collecting and preparing the data before applying the 

models. The steps include - 

3.3.1 COLLECTING DATA: This data is taken from kaggle repository which includes various 

images of plants including both healthy and diseased.This dataset basically contains 15 

categories which  makes it diverse. This basically includes ['Pepper__bell___Bacterial_spot', 

'Pepper__bell___healthy',Potato___Late_blight,'Potato___Early_blight','Potato___healthy','To

mato_Bacterial_spot','Tomato_Early_blight','Tomato_Late_blight','Tomato_Leaf_Mold','Toma

to_Septoria_leaf_spot','Tomato_Spider_mites_Two_spotted_spider_mite','Tomato__Target_S

pot','Tomato__Tomato_YellowLeaf__Curl_Virus','Tomato__Tomato_mosaic_virus','Tomato_

healthy']. 

 

Figure 1.7 Data Collecting 

3.3.2 DATA PRE-PROCESSING: Pre-processing the data includes rotation, resizing and 

cropping the 
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images. Rotating the images introduce change in the orientation making the model more robust 

to different outlook of plant diseases. Cropping focuses more on extracting relevant features   

from the images which helps in better evaluation. Resizing the images ensures consistency in 

the input size of the images for the model. Combining these transformations to the dataset 

provides better accuracy and precision and   makes the model more robust. We have adjusted 

the parameters such as rotation degrees, resized dimension and cropped size according to the 

requirements of the model. 

 

 

Figure 1.8 Data Preprocessing 

Data splitting: Split the dataset into training and validation dataset. We have split the dataset 

90% for training and 10% for validation. After splitting the training includes 18575 and the 

validation dataset includes 2063 images. 

 

Figure 1.9 Data Splitting 
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3.4 IMPLEMENTATION:  

3.4.1 MODEL IMPLEMENTATION: Applied a basic CNN model on the dataset:  

 

Figure 2.0 Functions to calculate validation accuracy and loss 

Here, training and validation methods are defined to calculate the accuracy, precision and f1 

score.

 

Figure 2.1 Evaluating accuracy, precision and f1 score 
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The function “evaluate” defined here evaluates the performance of the model on validation 

dataset and calculates average loss, precision, accuracy and f1 score. 

 

Figure 2.2 Evaluation 

The function “fit” trains the model on the validation dataset and evaluates the performance. 

 

Figure 2.3 CNN model 
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This defines a CNN model for the classification of image which includes five convolution layers, 

and a classifier with suitable output classes. 

 

 

Figure 2.4 Adapting the model to the number of classes defined 

Adapting the model to the number of classes defined in our dataset.Using this code, an image 

recognition neural network model is created. It is customised to operate with a particular dataset, 

according to the quantity of distinct classes that the model must recognise in the images. 
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Figure 2.5 Evaluation Metrics 

Evaluating various evaluation metrics like validation accuracy, precision and f1 score. 

 

Figure 2.6 Epochs 

 

Figure 2.7 Epochs 

Training the model for total approx 60 epochs at a learning rate of 0.0001. 
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Applied VGG16 model on the preprocessed dataset:  

 

Figure 2.8 VGG16 Model 

This code snippet constructs a neural network with a VGG16 base for transfer learning-based 

image classification with a custom classifier, appropriate for a certain number of input channels 

and output classes. 

In order to effectively categorise and recognise complex objects in input images for a variety of 

tasks, VGG16 uses its deep and hierarchical feature extraction capabilities, which it learned from 

a wide range of images during pre-training. 
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Figure 2.9 Adapting the model to the number of classes defined 

Adapting the model to the number of classes defined in our dataset.Using this code, an image 

recognition neural network model is created. It is customised to operate with a particular dataset, 

according to the quantity of distinct classes that the model must recognise in the images. 
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Figure 3.0 Evaluation Metrics 

Evaluating various evaluation metrics like validation accuracy, precision and f1 score. 

 

Figure 3.1 Epochs 

 

Figure 3.2 Epochs 

Training the model for total approx 60 epochs at a learning rate of 0.0001. 
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Applied ensemble stack of CNN and VGG16 model on the preprocessed dataset:

 

 

Figure 3.3 Ensemble Stack Model 
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The VGG16, CNN, and Ensemble Stack Model neural network models defined in this code for 

image classification. 

VGG16 combines a custom classifier with the pre-trained VGG16 architecture. A convolutional 

neural network specifically created for image classification is called a CNN. 

The VGG16 and CNN models' predictions are combined by the Ensemble Stack Model, which 

then runs them through a final linear layer for ensemble learning. 

The objective of this ensemble model is to improve overall classification performance by 

utilizing the variety of features that are recorded by the CNN and VGG16 architectures. 

 

Figure 3.4 Concatenating the predictions 

This code snippet explains how the predictions of individual models CNN and VGG16 are 

concatenated in the ensemble stack model of both for specified input channels and output 

classes.

 

Figure 3.5 Summary 
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Figure 3.6 Evaluation Metrics 

Evaluating various evaluation metrics like validation accuracy, precision and f1 score. 

 

Figure 3.7 Epochs 

 

Figure 3.8 Epochs 

Training the model for total approx. 60 epochs at a learning rate of 0.0001. 
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3.4.2 FRONT-END IMPLEMENTATION: Using Streamlit to provide a 

webpage interface for our plant disease detection research provides an easy-to-use 

platform for image analysis and probable plant disease identification. Users can 

easily upload pictures of damaged regions or plant leaves straight to the website. 

Our technology analyzes the photograph after it has been uploaded and applies 

sophisticated machine learning techniques to precisely identify any diseases.  

 

                                                                                                                                                                                  36  



 

                                                                                                                                                                               

 

By providing users with the knowledge and resources they need to properly 

manage and safeguard their crops, we hope to enhance agricultural practices and 

increase global food security through this user-friendly website interface. 
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3.5 KEY CHALLENGES: 

Many challenges are faced by plant disease detection and taking these challenges in context is 

necessary to have an effective disease management system for a better agriculture system. The 

challenges are mentioned below: 

● Data collection: It is very difficult to collect a diverse amount of data with different 

categories. And to obtain dataset for specific rare disease or for especially habitat or 

surroundings is very challenging.Due to the limited availability of the data it was very 

difficult for us to compare it to the real life scenario, even the surroundings does not 

satisfy the condition due to the climatic conditions. 

● Scalability:It was quite a difficult task for us to carry forward this project to a higher 

scale due to the above mentioned problem and we tried our level best to enhance the 

project and make it as engaging as possible. 

● Adaptability: For farmers it is very difficult to adopt these technologies and systems, as 

they are very complicated, costly and need proper guidance before implementation. 

● Training and Guidance:As mentioned above the system could be difficult to use without 

proper training and guidance, so for making it easy there should be proper guidance and 

training available before. 

● Financial aspects: A major challenge which can be faced by this project in future is 

financial constraint, it could be difficult to afford. 

● Reliability: In severe weather, system dependability can be difficult. This is because 

extreme weather occurrences can cause potential interruptions that could impact the 

system's stability and performance. The effects of bad weather, including storms, a lot 

of precipitation, or extremely high or low temperatures, exhibits the necessity of strong 

engineering and backup plans to guarantee the system's consistent and reliable 

functioning in challenging climatic conditions. 

● Increasing Time Complexity with Rising Epochs: The extended duration of epochs in 

leaf disease detection poses a significant challenge due to prolonged model training 

times, especially with large datasets and complex architectures. 
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CHAPTER 4: TESTING 

4.1 TESTING STRATEGY 

Dataset splitting: We have split our dataset in training and validation dataset as 90% and 10% 

respectively. 

Training Procedure: Training was carried out for ensemble stack model with 30 epochs with 

learning rate of 0.0001. 

Model Evaluation: Model is evaluated on the validation dataset and various evaluation metrics 

were calculated on the validation dataset. 

Performance Metrics: Validation accuracy, validation precision and validation f1 score are the 

performance metrics calculated in our model. 

4.2 TEST  CASES AND OUTCOMES 

 

Figure 3.9 Predicting images 
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We have built a function “predict_image” in the image detection module. Its inputs are an image, 

a list of class labels, and a trained ensemble stacking model. This function uses the model to 

evaluate the class probabilities and turns the image into a batch of size 1. By choosing the index 

with the highest likelihood and obtaining the matching class label from the supplied list, the 

predicted class is checked. Furthermore, a function “show_image_prediction” is created to 

display the image, the model's prediction, and its ground truth label visually. This function 

publishes the true class label and the predicted label from the predict_image function, and it 

displays the image using Matplotlib.  

 

Figure 4.0 Test Case 1 
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Figure 4.1 Test Case 2 

These are some of the sample images which we have taken from the dataset and evaluated and 

predicted whether the predicted class is same as the target class. 
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CHAPTER 5: RESULTS AND EVALUATION 

5.1 RESULTS: 

In individual CNN model, we received the validation accuracy of 99.3%, validation precision 

99.7% and f1 score of 99.4%. 

In individual VGG16 model, we received a validation accuracy of 98.4%, validation precision 

99.03% and f1 score of 98.4%. 

In ensemble stack model, concatenating the predictions of both the above mentioned models, 

we received validation accuracy of 98.5%, validation precision of 99.07% and f1 score of 98.5%.  

5.1.1 Results of CNN model: 

  

 

Figure 4.2 Accuracy vs No. of Epochs for CNN 
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Figure 4.3 Loss vs No. of Epochs for CNN 

5.1.2 Results of VGG16 model: 

 

 

Figure 4.4  Accuracy vs No. of Epochs for VGG16 
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Figure 4.5 Loss vs No. of Epochs for VGG16 

5.1.3 Results of Ensemble Stack Model: 

 

Figure 4.6 Accuracy vs No. of Epochs for Ensemble Stack Model 
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Figure 4.7 Loss vs No. of Epochs for Ensemble Stack Model 

 5.2 Comparison with Existing Solutions: 

MODELS  VALIDATION  

ACCURACY 

VALIDATION 

PRECISION 

VALIDATION  

F1 SCORE 

CNN 97.28% 98.24% 97.22% 

VGG16 98.03% 98.9% 98.06% 

Ensemble Stack 

Model 

99.12% 99.4% 99.12% 

Table 1.1 Comparison of our individual models with ensemble stack models. 
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MODELS ACCURACY 

CNN 97.28% 

CNN[4] 98% 

VGG16 98.03% 

VGG16[8] 95.2% 

Ensemble Stack Model 99.12% 

Table 1.2 Comparison with existing solutions  
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CHAPTER 6: CONCLUSION AND FUTURE 

SCOPE  

6.1 CONCLUSION: 

As their are many fertilisers are present nowadays which are good for preventing plant disease 

but due to less knowledge the farmers use it in a lot of amount for saving crops which lead to 

deteriorating human health. Also farmers pay a huge amount to employ a person to to manually 

check plants and crops which are healthy and diseased. So this a model which is better than 

human in terms of time and cost. The model has capability to reduce the burden of many 

agricultural practitioner who are well trained and educated. 

With successful completion of our project “Plant Disease Detection ” this project conclude that 

the best accuracy is provided by the Ensemble .This model can also save the crops from spread 

of plant disease and can give them a longer life.After we have successfully applied different 

models like VFF16,CNN and ensemble stack we have found out that the best accuracy was given 

by Ensemble which was 99% , whereas accuracy of VGG16 is 98.03% and accuracy of CNN is 

97.28%. The research and implementation has confirmed that CNN has provided the best 

accuracy for plant disease detection, and future work will be focused on frontend and backend 

connectivity . 

6.2 FUTURE SCOPE: 

The future scope of the plant disease detection is favorable, and is in very demand for 

maintenance of stable agriculture.We will continue this with in upcoming period with attaching 

frontend with this project,which will create the user interface with which users interact with. 

Frontend is a very crucial part for the development of technology and provide different functions 

to the users, which they will interact with and also share their experience .  
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For attaching the frontend,comprehensive  knowledge and understanding is mandatory in order 

to understand the project. Authentication and security is necessary to be implemented to confirm 

the safety of data at frontend and backend.Monitoring and image processing will be easy and 

fast once the model is deployed with both frontend and backend. To compare and check the real 

world scenarios affecting the plant would be a lot easier once the frontend is deployed with 

backend. We will easily be able to access the plants affected by diseases.This approach of 

connecting backend and frontend is a development process which we focus on user- friendly 

interface and also well coordinated application. 

Our second main concern would be expanding our dataset with more features and categories.We 

will try to have a vast, diverse dataset with more categories.Currently our project have dataset 

of tomato in more quantity as compared to other categories. We will apply models to different 

amount of dataset and test the change in accuracy. Testing models with different features,size  

and categories will provide different results and different perception would be generated 

regarding the relationship between data size and performance of the model. This evaluation is 

necessary to checking our machine learning models and also more vigorous in real world 

scenario. 
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