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ABSTRACT 

 
 

 

Sentiment Analysis has grown to be a fascinating area in both academic and 

commercial settings. The word sentiment describes how a person feels or thinks 

about a certain problem. It's seen as a direct application of opinion mining as 

well. Twitter is a rich source of textual data and one of the most important data 

volumes due to the enormous volume of tweets written down each day; as a 

result, this data has various goals depending on the amount of data needed and 

the processing that will be required, such as business, industrial, or social goals. 

Actually, the enormous volume of data, known as big data, is growing quickly 

every second, necessitating the use of advanced processing methods and 

powerful computers to carry out the necessary mining activities. 

 

This project aims to perform sentiment analysis on a Twitter dataset using 

classification algorithms on Apache Spark. The dataset consists of 1.4 million 

tweets on general topics or events, and the sentiment analysis will determine 

whether each tweet is positive or negative. The Apache Spark framework will 

be used to process and analyse the large volume of data efficiently. The 

classification algorithms to be used include logistic regression, random forest, 

decision tree, gradient descent, multinomial naive bayes and support vector 

machines. The project will involve pre-processing the data, feature extraction, 

and model training and evaluation. The performance of each algorithm will be 

compared using metrics such as accuracy, precision, and recall. The results of 

this project will demonstrate the effectiveness of Apache Spark for processing 

and analysing large volumes of Twitter data and provide insights into the 

sentiment of Twitter users on a particular topic or event. 



 

1 

CHAPTER 1 

1.1 INTRODUCTION 

 

 

In today’s world social media plays a completely critical function in our life. 

What we are able to think, what we do, all of us express our emotions on social 

media platforms. Social media is a big, interactive medium for dialogue of 

numerous troubles associated with society in addition to vital for the growing 

unfold of facts, specifically throughout instances of herbal disasters, calamities, 

and mass emergencies. Also, on social media humans speak about the goods 

which might be released day with the aid of using day. Many groups and 

business enterprises use those forms of facts (associated with their merchandise) 

to recognize what the humans reflect on consideration on their product. They 

can examine these facts and the usage of Social Network Analysis. Interactions 

via social media systems are now no longer centralised to a selected location, 

time quarter etc. Social media affords a short and effective manner to unfold 

facts now no longer counting whether it's miles correct or inaccurate, unfolding 

of the both types is favourable. However social community typically favoured 

extra correct and legitimate facts to unfold than fake facts and rumoured facts. 

Interaction happens in actual time so this affords applicable unfold of facts 

according to applicable facts.  

 

We use sentiment evaluation to recognize the conduct of humans closer to a 

selected product. Also, the way it is modified from product to product day with 

the aid of using day. Sentiment evaluation is the identity and class of feelings 

whether it's miles positive, bad or impartial the usage of textual content 

evaluation technique. Sentiment evaluation lets in groups and corporations to 

become aware of purchaser sentiments closer to their merchandise, brands, 

offerings in on line communication and via feedback. Sentiment evaluation 

makes use of the texts that are written with the aid of using a selected character 

on social media to investigate whether or not it's miles positive, bad or impartial.  
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Social media platforms like Twitter provide a wealth of information that can be 

used to gain insights into the opinions and emotions of users on various topics 

or events. Sentiment analysis is a popular technique for analysing social media 

data to determine the sentiment expressed in the messages. In recent years, 

Apache Spark has emerged as a powerful framework for processing and 

analysing large volumes of data efficiently. This project aims to perform 

sentiment analysis on a Twitter dataset using classification algorithms on 

Apache Spark. 

 

The goal of this project is to develop a sentiment analysis model that can 

accurately classify tweets as positive, negative, or neutral based on the 

sentiment expressed in the text. The project will involve preprocessing the 

Twitter data to remove noise, such as stop words and special characters, and 

performing feature extraction to identify relevant features in the text that can be 

used for sentiment classification. The classification algorithms to be used in this 

project include logistic regression, random forests, and support vector 

machines. 

Apache Spark's ability to process data in parallel across a distributed computing 

cluster makes it an ideal choice for handling large volumes of Twitter data. The 

project will leverage the scalability and performance of Apache Spark to process 

and analyse the Twitter dataset efficiently. 

 

The results of this project will provide insights into the sentiment of Twitter 

users on a particular topic or event and demonstrate the effectiveness of Apache 

Spark for processing and analysing large volumes of social media data. The 

sentiment analysis model developed in this project can be useful in various 

applications, such as brand monitoring, reputation management, and market 

research.
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Importance of Sentiment Analysis 

 

Nearly 80% of the world's advanced information is unshaped, & information 

got off the internet grounded life sources are no impunity. Luckily, on account 

of the advancements in Machine Learning & NLP, it is presently conceivable 

toward making models that gain off the models & are employed to reuse & sort 

out happy information. 

Twitter sentiment analysis fabrics permit sorting huge arrangements of tweets 

& fete extremity off every advertisement naturally. Likewise, the stylish part, it 

is quick and introductory, sparing groups significant hours & permitting them 

to concentrate on errands where they can have a lesser effect. 

 

Listed below are some of the major graces of twitter sentiment analysis 

 

● Scalability - Suppose you have to anatomize numerous tweets 

representing a brand. While you could do that physically, it would take 

a long stretch of time of homemade preparation and would wind up 

being disagreeable and delicate to gauge. By using this algorithm, you 

can robotize this errand and get smart and bring about an extremely brief 

timeframe. 

 

● Real-Time Analysis - This algorithm is introductory to see abrupt moves 

in customer countries of mind, identify if pundits and grumblings are 

expanding and make a move before the issue raises. You can be 

checking your image continuously and get important bits of knowledge 

that permit you to make changes or upgrades when needed.
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1.2 Problem Statement 

 

 

The main thing of the design is to perform sentiment analysis on the tweets of a 

particular stoner and i.e., determine whether the sentiments/passions  associated 

with a particular tweet are positive, negative, or neutral.  

Also, to perform colourful kinds of graphical analysis in the data i.e., 

subjectivity, no, of likes, retweets etc. 

 

Large amount of data is available over these social media platforms. This data 

could be put to good use by assaying it and prognosticating results and inferring 

farther opinions. It could be enough handy in following trades: 

 

● Science and Technology - How target followership is replying to the 

technology could be prognosticated before the tech is out. 

● Stock request - The prices of shares are always shifting and it's nearly 

delicate to prognosticate the success of an investment on a particular 

stock. 

● Politics - There's always a lot of hassle on twitter during election season. 

By assaying those tweets one can get a clear idea of the fashion ability 

of a party/ seeker and prognosticate the results and hence decide a more 

effective crusade strategy. 
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                                               1.3 Objectives  

 

 

 
The major goals of this project are capturing the feelings associated with various 

tweets and performing a comprehensive analysis of the text data using spark 

language processing tools and eventually to create a machine learning model 

that can be used to classify actual tweets and text into positive or negative 

sentiment class.  

 

 

In this project we also want to compare different classification algorithms such 

as K-Nearest Neighbour(KNN),  Decision Tree, Random Forest(RF), Support 

Vector Classifier(SVC), Gradient Descent(GD), Naive Bayes(NB) and Logistic 

Regression(LR) in order to evaluate the credibility of our classifier model and 

determine which algorithm is the best in terms of accuracy for the testing data.

  

 

And we eventually want to deploy a working web solution to put the best 

working model to use and act as ML based tweet analyzer. 
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1.4 Methodology  

 

 

 

 

 

 

 
 

 

Fig 1. Project methodology 
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Fig 2. The offline model of the real-time sentiment prediction system. 

 

 

 

We went with a very intuitive and straight forward approach when dealing with 

this project. We can articulate the methodology followed to complete this 

project can be expressed as follows : 

 

● Dataset gathering -  Dataset gathering is a crucial step in building a 

sentiment classification model. The dataset is essentially a collection of 

text data that has been labelled with a sentiment, such as positive, 

negative. The goal of gathering a dataset is to train a machine learning 

model to accurately classify the sentiment of new, unseen text data. 
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When gathering a dataset for sentiment classification analysis, it is 

important to ensure that the data is diverse and representative of the 

domain or topic that the model will be applied to. This means that the 

data should come from a variety of sources, such as social media, 

customer reviews, news articles, and other online sources. 

The dataset should also be properly labelled with the correct sentiment. 

This can be done manually or through the use of automated tools, but 

for this project we went for a pre-labeled dataset with positive or 

negative sentiment associated with each tweet. Another consideration 

when gathering a dataset for sentiment classification analysis is the size 

of the dataset. A larger dataset can improve the accuracy of the model, 

but it also requires more computational resources and time to train the 

model. As a general rule, a dataset of at least several thousand examples 

is necessary for training a sentiment classification model. 

Overall, gathering a high-quality dataset is critical for the success of a 

sentiment classification model. By ensuring that the dataset is diverse, 

properly labelled, and of sufficient size, machine learning models can be 

trained to accurately classify the sentiment of new text data. 

 

● Text preprocessing - Text preprocessing is an essential step in natural 

language processing (NLP) and is typically used to transform raw text 

data into a format that is easier to work with for downstream NLP 

tasks and for the model to train efficiently. Apache Spark is a popular 

distributed computing framework that can be used for large-scale text 

preprocessing. 

 

There are several common text preprocessing techniques that can be 

implemented using Apache Spark, including tokenization, stop word 

removal, stemming, and lemmatization. These techniques can help to 

reduce the size of the text data, remove noise, and standardise the 

vocabulary. 
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Tokenization is the process of breaking up text into individual words or 

tokens. Apache Spark provides a built-in tokenizer that can be used to 

split text data into words or other units of meaning, such as phrases or 

sentences. 

Noise Removal, at this stage, waste materials are passed through the 

following steps: 

: 

 

(i) Lower Casing:  Lowercase is the most effective form of text before, 

which guarantees impact and different problems in the process. 

(ii) Delete URL. In this step, we remove irrelevant links in Twitter 

messages. 

(iii) Remove special characters. In this step we are removing special 

characters such as punctuation marks. 

(iv) Remove completely. Twitter hashtags are used to measure content 

or content on Twitter, written with the # symbol. 

(v) Stop word removal involves removing common words that do not 

carry much meaning such as a, an ,the are removed.         

 

Stemming and lemmatization are techniques used to normalise words by 

reducing them to their root form. Stemming involves chopping off the 

ends of words to reduce them to a common stem, while lemmatization 

involves using a dictionary or knowledge base to map words to their 

base form. Apache Spark provides a stemmer and lemmatizer that can 

be used to implement these techniques. 

 

In addition to these techniques, Apache Spark can also be used for other 

text preprocessing tasks such as encoding text data into numerical 

features, vectorizing text data using techniques like N-grams bag of 
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words or Word2Vec, and handling text data that contains special 

characters or non-ASCII characters. 

Overall, text preprocessing using Apache Spark is a powerful way to 

transform raw text data into a format that is suitable for downstream 

NLP tasks, such as sentiment analysis, topic modelling, and text 

classification. 

 

● Model building: Sentiment classification is a popular task in natural 

language processing (NLP) that involves predicting the sentiment of a 

given piece of text, such as positive, negative, or neutral. There are 

several machine learning algorithms that can be used for sentiment 

classification, including SVM, random forest, gradient descent, logistic 

regression, KNN, and Naïve Bayes. 

 

Support Vector Machines (SVM) is a popular algorithm for sentiment 

classification that works by separating the input data into different 

classes using a hyperplane. SVMs have been shown to work well for 

binary classification tasks, and can be extended to multi-class 

classification as well. 

 

Random Forest is a decision tree-based algorithm that builds a large 

number of decision trees and combines their predictions to produce the 

final output. Random Forest has been shown to be an effective algorithm 

for sentiment classification, as it is able to capture complex relationships 

between features in the data. 

 

Gradient Descent is an optimization algorithm that can be used to train 

many different machine learning models, including logistic regression 

and neural networks. In sentiment classification, logistic regression is 

often used as a baseline model, as it is simple to implement and can work 

well for binary classification tasks. 
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K-Nearest Neighbors (KNN) is a simple yet effective algorithm for 

sentiment classification that works by finding the k-nearest neighbours 

to a given input data point and using their labels to predict the label of 

the input data. KNN can work well for datasets with a small number of 

features, but can become computationally expensive for larger datasets. 

Naïve Bayes is a probabilistic algorithm that works by calculating the 

probability of a given input belonging to a particular class based on the 

frequency of features in the data. Naïve Bayes is a simple and fast 

algorithm that can work well for sentiment classification, especially 

when the dataset is small. 

 

Overall, there are several machine learning algorithms that can be used 

for sentiment classification, each with its own strengths and weaknesses. 

Choosing the right algorithm for a particular task depends on factors 

such as the size and complexity of the dataset, the desired accuracy, and 

the available computational resources. Hence we choose to apply 

GridSearchCV to optimise the hyperparameters and different 

vectorisation techniques such as N-gram bag of words to check the 

consistency of the models 

 

● Deployment: Deployment of a sentiment classification model is a 

critical step in making the model accessible to end-users. Streamlit is a 

popular Python library that can be used for building interactive web 

applications and can be used to deploy a sentiment classification model. 

To deploy a sentiment classification model using Streamlit, first, the 

model needs to be trained and saved in a format that can be loaded into 

Python. This can be achieved using the Pickle Library. Once the model 

is ready, a Streamlit application can be created that allows end-users to 

input text data and receive the predicted sentiment classification output. 
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Overall, deploying a sentiment classification model using Streamlit is a 

powerful way to make the model accessible to end-users and enable real-

time sentiment analysis on text data. With its intuitive user interface and 

interactive features, Streamlit can provide a seamless and engaging user 

experience for sentiment classification applications. 
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       CHAPTER 2 

 

                              LITERATURE SURVEY 

 

 
 

Many researchers have recently applied sentiment analysis and word frequency 

techniques to classify people’s attitudes from tweets. Understanding human 

expressions from textual data has been a focal point of studies and innovations 

for the past decade. Twitter being a very popular micro-blog platform which has 

a huge user base is a good starting point for many studies to understand and 

operate on textual data and deduce meaning from the same.   

Several related works have focused on sentiment classification using different 

techniques and tools. For instance, Elzayady et al. [1] decided to perform text 

preprocessing on data   such as removal of URLs , hashtags etc. and applied TF-

IDF and unigram feature extraction with different bags of words. The data was 

divided into training and testing processes using a ratio of 3:1, that is, 70% of 

the data is used for the training process and 30% of the data is used for the 

testing process. 

 

Similarly, Pang and Lee [2] proposed a machine learning approach for 

sentiment classification using a combination of Naive Bayes, Maximum 

Entropy and Support Vector Machine algorithms. The study was conducted on 

movie reviews, and the results showed that the machine learning approach 

outperformed traditional rule-based methods. 

 

T. Carpenter et al. [3]  summarises the measurement plan, separates many 

tweets. Prototyping was used in this development. The results separated 

customers' opinions, positive and negative, from the tweets described in the 

cookie map and html page. However, the program is designed to create a web 

application, but this method has to be done due to limitations with which Django 
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can run on a Linux server or Light. Popular expressions; tweets, results, opinion 

mining, online life, word processing. 

 

H. Saif et al. [4]  demonstrated the value of using semantic features to categorise 

positive and negative emotions in tweets. They tried several ready-made 

solutions and decided to use AlchemyAPI because of its better performance in 

terms of scope and accuracy. One of the things that affects our results is the 

level of abstraction of the content retrieved by the site extractor. They were able 

to obtain 78 % accuracy and 77 % precision in results. 

 

K. Ravi et al. [5] talk about how Apache Spark allows us to write a distributed 

version of any machine learning algorithm that scales easily to larger datasets 

on a set of hardware devices. In this paper, they propose a hybrid of sentence 

vectors with distributed, balanced versions of well-known machine learning 

techniques for emotional analysis. They use a distributed sampling method of 

the neural network model to obtain the sentence vectors for a body. We use 

various classification algorithms available in Apache Spark to classify the 

sentence vectors obtained in this way. They consider two methods, ie. the word 

bag-based Document Term Matrix (DTM) and the hash trick-based DTM. They 

tested it with a 992 MB review video file. Among the 6 classifiers used, MLP 

was equally defined between GBT and SVM, but better defined than the others, 

resulting in an area under the curve (AUC) of 95.44%. 

 

Whereas Bo Yan et al. [6] proposes a support vector machine (SVM) based 

method for the sensitivity classification of microblogs. The plan combines 

microblogging features with preprocessing to ensure information is fit for 

distribution purposes. After preprocessing, Apache Spark parallel SVM is used 

for classification. SVM is one of the most popular algorithms for text 

classification. It is suitable for small scale and non-linear problems. 

However, SVM takes a long time when processing large datasets. We use Spark 

to parallelize SVMs with radial-based function (RBF) cores. Introducing 
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Apache Spark has great performance in machine learning compared to Hadoop. 

Experiments show that Spark improves the execution speed of SVM. At the 

same time, classification accuracy is improved by the information gain (IG) 

method prioritisation and kernel selection function. 

 

While P. Goncalves et al. [7] and A . Sharma et al [8] talk about how some 

articles express opinions on events, products and services, political views, and 

even the emotional and emotional state of the author. Sentiment analysis is used 

in a variety of applications, including analysis of the impact of social events, 

analysis of opinions about products and services, and better understanding of 

communication in online networks (OSNs). There are many ways to assess 

emotions, including language techniques and supervised machine learning. 

Although some methods are widely used and popular, it is not clear which 

method is better at determining polarity (eg., good or bad) because the available 

data do not provide a comparative model of the current system. 

 

AP Jain et al. [9] showed a framework which is designed to analyse the text of 

Twitter data using Apache Spark, so it is more flexible, fast and scalable. Naive 

Bayesian and decision tree machine learning algorithms are used for conceptual 

analysis. 

 

J. de Godoi Brandão et al. [10]  evaluates the performance of the Support Vector 

Machine (SVM) classifier on tweets opinion mining in five datasets available 

in the literature. For feature extraction, the N-Gram and TF-IDF, k-folds cross-

validation techniques were used in the classifier modelling step. Variations of 

N-Gram with L-gram, 2-gram, and 3-gram combined with k-folds cross-

validation in 10-folds, 15-folds and 20-folds yielded 63.93% to 81.06% 

accuracy. Satisfactory results were obtained, which can be improved with the 

application of an optimization technique to adjust the classifier parameters. 
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   CHAPTER 3 

 

    System Development 
 
 

 

 

 Fig 2. Flow of the project 

 

 

System Requirement:  

 

Hardware:  

 

CPU : i5 10 gen 3.2 GHz 

RAM : 8 gb 

GPU : None 
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Software: 

 

● Linux Operating System(Apache Spark)/Windows  

● Platform(Anaconda2,Spyder,Jupyter)  

● NLTK package,  

● Modern Web Browser  

● Twitter API 

● Sklearn Package 

 

 

 

 

DATA COLLECTION-   
 

Sentiment140 

 

 
The sentiment140 dataset used, has 1,600,000 tweets that were extracted using 

Twitter are included. The tweets can be used to determine sentiment because 

they have been annotated (0 = negative, 4 = positive). 

 

The following 6 fields are included in it: 

 

1) the tweet's polarity (0 = negative, and 4 = positive). 

 

2) ids: The tweet's identifier ( 2087) 

 

3) Date: The tweet's posting date (Sat May 16 23:58:44 UTC 2009) 

 

4) mark: The question . This value is NO QUERY if there is no query. 

 

5) the person who tweeted) 

 

6) text: the tweet's text (Lyx is cool) 

 

Distribution of Data: 
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                                 Fig 3: Tweet distribution in dataset 

 

The dataset was used in a paper in Stanford where Alec Go et al. [11] have  the 

main contribution of this paper is the idea of using tweets with emoticons for 

distant supervised learning. 

 

Data collection for the testing part(Web App): 

 

Twitter API Authentication- 

 

 

Fig 4. API authentication 

 

 

 

To increase the completeness of the data collected, we collected the data in 

small increments over several time points rather than all at once. 

Collecting data all at once can affect the distribution of Tweets. This is because 

many tweets have the same sentiment or sentiment as if they were 
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related to the trending topic. This incident was observed when examining a 

sample of purchased tweets.  

 

Natural Language Processing (NLP) is a very important research area in data 

science today, and its important application is sentiment analysis. 

Normal language processing (NLP) is a major research area in informatics 

today, and its main application is mind testing. From analysing 

research to creating holistic advertising practices, this has revolutionised the 

way organisations work. This is an important area to be familiar with. Rather 

than having multiple people work together to physically complete a survey to 

estimate the concentration of the population, this method allows this task 

to be done in seconds. 

 

Following advances are followed so as to finish feeling examination of twitter 

information: 

 

● Understanding the given explanation of the issue 

● Processing and cleaning of the tweets 

● Generation of story and perception from the removed tweets 

● Extraction of the necessary highlights from cleaned tweets 

● Model structure of the assessment investigation 

 

 

OAuth can be a little more difficult to get started with than basic authentication 

as it requires a lot of effort, but the benefits OAuth offers are huge. 

 

Tweets are aware of the application used. to get the string that User passwords 

are not provided for security reasons. Permissions are easier to handle. For 

example, a collection of tokens and keys is created. This will allow you to read 

only her courses of events. Ability to compose or send direct messages is 

limited.  
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The app does not react to the secret word, so the app works whether the client 

converts it or not. After logging into the gateway and navigating to the app, you 

can create another app that can use the Twitter API to provide the information 

needed for action. This is the screen that contains all the information you need 

to communicate with the Twitter network. Note that by default, apps do not have 

access to direct messages. So, you can change your app to give you access to all 

Twitter features by setting the appropriate options for 's "read, write, and send 

messages" to dynamically select them. increase. 

 

 

 

NLP –  

 

Natural Language process (NLP) is the intersection of applied science, 

Linguistics and Machine Learning that's attached the interaction between 

computers and humans in tongue. 

 

 

 

 Fig 5: NLP 

 

NLP is far from being able to capture and transmit human speech for a PC. 

Applications of the Informatics system are in text separation, machine 

interpretation, and voice agents such as Alexa and Siri. Computer science is one 
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field that benefits from advanced methods of machine adaptation, especially 

deep learning methods.  

 

The usual way to create idioms is to use a distinctive dialect tool cabinet to 

establish the principle of organising tasks in Python to compute using human 

dialect information. In many cases, this is made easier by providing an interface 

to at least corpus and lexicon resources for presentations, semi-sections, and 

sentences, allowing words to be assembled in characteristic frames. It deals with 

the underlying language library of arguments and for dynamic discourse.  

 

The NLTK uses a huge instrument space and can make things easier for people 

with a full version system. It divides the sub-sentences of sections, bisects 

words, looks at the syntactic segments of those words, shows the basic theme, 

and by doing this it tells the machine to recognize the bulk of the substance. 

Helpful. 

 

 

 

Platform Used –  

 

Windows 10 –  

 

 

 

We're talking about Windows 10 because Microsoft works with the current 

framework of PCs, tablets, built-in gadgets, and more. Windows 10 released by 
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Microsoft is the successor to Windows 8 in . The successor to Windows 10 was 

predicted in the Gregorian calendar month to be resurrected rather than 

unloaded and framed. When window 10 is selected or received, it is updated by 

direct inheritance from window 7, 8, or window 10. It does not interfere with 

the design methodology or activities of Framework .  

 

For maintenance buyers, running Windows 10, they will help swap applications 

to previous software packages and set them to Windows 10. customers get 

windows 10 and enter or update. With the help of Window Refresh, the Partner 

Window Ten has been redesigned and physically begins an associate degree 

overhaul of Windows. 18 Windows 10 is used by IT offices to focus on 

additional features that enable them to use mobile phones, secure and manage 

gadgets through on-board (MDM) programming, and run the operating system 

to support About boarding programming such as the Microsoft Framework 

Centre Arrangement Chief in examples. Microsoft Windows 10 is used for 

various validation advances such as good cards and tokens. 

 

Additionally, the Windows Hi will have Windows 10 biometric verification 

every time the purchaser logs into her with a new fingerprint or facial 

recognition. This framework is used to embed virtualization-based security 

tools such as Secluded Shopper Mode, Windows Safeguard Gizmo Watch, and 

Windows Shielded Qualification Monitor. Windows 10 is deployed to keep 

explicit data, procedures, and customer authentication highlights separate to 

resolve issues for each strike. Windows 10 is the new version to covertly write 

Bit Locker, see data between client devices, relay equipment, message and 

cloud management Windows 8 came with a new plan that offered touch-

controlled, motion-controlled user interfaces like mobile phones and tablets, but 

there weren't many good interpretations for traditional workplaces and digital 

computers, especially in business environments. .  
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Algorithms Used –  

 

Logistic Regression –  

 

Logistic regression is a method used to construct training models in which the 

dependent variable is binary: eg. dual. Logistic regression is used to describe 

data and the relationship between one variable and one or more variables. The 

independent variables can be nominal, ordinal, or continuous. 

The name "logistic regression" comes from the concept of the logistic function 

it uses. The logistic function is also called the sigmoid function. The value of 

this logistic function is between 0 and 1. 

Here is an example of a logistic function that we can use to calculate the 

probability of a car failing based on how many years have passed since the car 

was last serviced. 

 

                              Fig 6: Graph for Logistic Regression 

 

\ 

Here's how you can interpret the results in the chart to determine whether your 

car will break down. 
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Gradient Descent- 

Gradient Descent (GD) is a popular optimization algorithm used in machine 

learning to minimise the cost function of a model. It works by iteratively 

adjusting the weights or model parameters in the direction of the negative 

gradient of the cost function until the minimum of the cost function is reached. 

There are numerous editions of gradient descent that vary inside the manner the 

step size or gaining knowledge of price is selected and the way the updates are 

made. here are some famous variants: 

1) Batch Gradient Descent: In batch gradient descent, the entire education 

dataset is used to compute the gradient and update the parameters at each 

generation. This could be gradual for huge datasets but may also result 

in a more accurate model. 

 

2) Stochastic Gradient Descent (SGD): In SGD, the best education instance 

is used to compute the gradient and replace the parameters at each 

iteration. This may be quicker than batch gradient descent however may 

lead to extra noise in the updates. 

 

3) Mini-batch Gradient Descent: In mini-batch gradient descent, a small 

batch of schooling examples is used to compute the gradient and update 
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the parameters at each new release. this could be a good compromise 

among batch gradient descent and SGD, as it can be faster than batch 

gradient descent and much less noisy than SGD. 

4) Momentum-based Gradient Descent: In momentum-based totally 

gradient descent, a momentum time period is delivered to the gradient 

update to assist boost up convergence and clean out the update process. 

this could assist in preventing the optimization manner from getting 

caught in local minima. 

 

5) Conjugate Gradient Descent: Conjugate Gradient Descent (CGD) is a 

version of GD that may be more green in fixing huge-scale optimization 

problems with a symmetric and positive precise matrix. CGD calls for 

less memory and fewer iterations than different GD methods and can 

converge faster. 

 

Multinomial Naïve Bayes -  

 

Multinomial Naive Bayes is commonly used to assign data to clusters based on 

the statistics of their elements. It provides an alternative to "heavy" AI-based 

semantic analysis and simplifies classification of data files. 

 

Classification aims to categorise pieces of text (i.e. documents) into groups by 

determining the probability that documents are in the category of other 

documents with the same meaning. 

Each article contains a few words (i.e. keywords) that help to understand the 

content of the article. A class is a tag for one or more documents that refer to 

the same topic. 

 

Labelling a document with one of the available groups is done by performing a 

statistical analysis that tests the hypothesis that a document's statement already 

appears in other documents in a particular category. 
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This increases the risk that the data will be of the same class as the classified 

data. 

 

 

Random Forest  

 

Random forest is a popular system for gaining knowledge of algorithms that 

belongs to the supervised mastering approach. it may be used for both type and 

Regression troubles in ML. it's far primarily based on the concept of ensemble 

studying, that's a technique of mixing multiple classifiers to solve a complicated 

hassle and to enhance the overall performance of the model. 

 Random forest is a classifier that carries a number of decision bushes on various 

subsets of the given dataset and takes the common to improve the predictive 

accuracy of that dataset." in place of counting on one selection tree, the random 

forest takes the prediction from every tree and based totally on most people 

votes of predictions, and it predicts the final output. 

The greater variety of trees in the forest leads to better accuracy and prevents 

the hassle of overfitting. 

The below diagram explains the operating of the Random forest set of rules: 
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Fig 7 . Random forest 

 

Decision Tree 

 

 

Decision Tree is a Supervised Learning technique that can be used for both class 

and Regression problems, however in general it's far favoured for solving class 

troubles. it's far from a tree-dependent classifier, wherein inner nodes constitute 

the functions of a dataset, branches constitute the choice guidelines and every 

leaf node represents the outcome. 

 

In a decision tree, there are two nodes, which are the choice Node and Leaf 

Node. Decision nodes are used to make any choice and feature multiple 

branches, whereas Leaf nodes are the output of those choices and do not contain 

any further branches. 

 

it's far a graphical illustration for getting all the feasible answers to a 

hassle/selection based totally on given conditions. 

 

 
Fig 8. Decision Tree 
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K-Nearest Neighbors 

 

The K-Nearest Neighbors (KNN) algorithm is a supervised ML algorithm that 

can be used for classification and estimation problems. However, it is frequently 

used in classification estimation problems in businesses. KNN is well defined 

by the following two things - 

 

Lazy Learning Algorithm - KNN is a lazy learning algorithm because it has no 

higher level training and uses all data for training when dividing. 

 

Non-Parametric Learning Algorithms - KNN is a non-parametric learning 

algorithm as it does not take into account the underlying data. 

 

The K-Nearest Neighbors (KNN) algorithm uses "feature similarity" to estimate 

the value of the new data point, meaning that new data will be assigned a value 

based on the matching points in the training. 

 

 

                           
Fig 9. KNN 

 

 

 

 

Support vector machine 

 

 

Support Vector Machines or SVMs are one of the most popular supervised 

learning techniques for classification and regression problems. However, it is 

often used in classification problems in machine learning. 

The purpose of the SVM algorithm is to create a good line or decision boundary 

that can divide the n-dimensional space into classes so that we can easily add 

new data to the class. Let's work towards the future. This well-defined boundary 

is called the hyperplane. 

The SVM selects high points/vectors that help create an overall plane. 
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These conditions are called support vectors and hence the algorithm is called a 

vector machine. Consider the following image where two different classes are 

separated using a decision boundary or general plane: 

 

          
Fig 10. SVM 

 

 

 

 

GridSearchCV 

 

GridSearchCV is a method of performing hyperparameter tuning to determine 

the best value for a particular model. As mentioned above, the performance of 

the model depends on the importance of the hyperparameters. Note that there is 

no way to know in advance the optimal value of the hyperparameter, so ideally 

we should try everything possible to know the optimal value. Doing this 

manually can be time and resource intensive, so we use GridSearchCV to update 

hyperparameters. 

 

GridSearchCV is a function in the Scikit-learn (or SK-learn) model_selection 

package. 

The important point to remember here is that the Scikit-learn library must be 

installed on our computer. This function helps to loop through hyperparameters 

and fit your predictor (model) to your topic. Finally, we can select the best 

parameters from the list of hyperparameters. 
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Frameworks Used –  

Apache Spark –  

 

When used alone or in conjunction with other distributed computing 

technologies, Apache Spark is a data processing framework that can swiftly 

conduct operations on very large data sets and distribute operations over several 

machines. The world of big data and machine learning, which needs vast 

deployments of computer power to handle large data repositories, depends on 

these two characteristics. 

 

With its simple-to-use APIs that abstract away most of the laborious work of 

distributed computing and large data processing, Spark also relieves developers 

of some of the programming load associated with these activities. Since its 2009 

inception in Berkeley, Apache Spark has grown from its modest beginnings at 

the University of California's AMP Lab to become one of the most significant 

frameworks for distributed processing of large data worldwide. 

 

 

Fig 13: Spark Core 
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The computer languages Java, Scala, Python, and R provide native bindings for 

Spark, which also supports SQL, data streaming, machine learning, and graph 

analysis. 

Banks, telecoms firms, gaming firms, governments, and all significant 

technological firms like Apple, Facebook, IBM, and Microsoft employ it. 

 

 

Architecture –  

 

Fundamentally, Apache Spark applications consist of two primary parts: an 

executor that runs on worker nodes and executes assigned tasks, and a driver 

that may split user code into numerous tasks and distribute them to those nodes. 

comprises a number of parts. To act as a mediator between the two, some kind 

of cluster manager is necessary. By default, Spark may operate in standalone 

cluster mode. For each computer in the cluster, all that is needed is the Apache 

Spark framework and his JVM. To manage on-demand worker allocation, 

however, we advise using a more capable resource or cluster management 

system. However, Apache Spark can also run on Apache Mesos, Kubernetes, 

and Docker Swarm. In the enterprise, this typically means running on Hadoop 

YARN (as is the case for Cloudera and Hortonworks distributions). 

  

Apache Spark is available as part of Amazon EMR, Google Cloud Dataproc, 

and Microsoft Azure HDInsight if you're seeking for a managed solution. The 

business where the Apache Spark creators work, Databricks, provides a wide 

array of managed services, such as Apache Spark clusters, streaming support, 

integrated web-based notebook creation, and improved cloud I/O performance. 

The Databricks Unified Analytics Platform is also available from us. Spark 

distribution using Apache. Your data processing instructions are embedded by 

Apache Spark into a directed acyclic graph, or DAG. Apache Spark's scheduling 

layer is called DAG. Identify which processes are carried out on which nodes 

and in what sequence. 
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Spark Core -  

 

The Apache Spark API is significantly simpler for developers to use than 

MapReduce and other Apache Hadoop components because it hides a lot of the 

complexity of a distributed processing engine behind straightforward method 

calls. A classic illustration of this is how Apache Spark (seen below in Scala) 

can condense roughly 50 lines of MapReduce code to count words in a page to 

just a few lines: 

 

 

Fig 14: how almost 50 lines of MapReduce code to count words in a document 

can be reduced to just a few lines of Apache Spark 

 

 

to create a standard language for data analysis Everyone from application 

developers to data scientists can benefit from Apache Spark's scalability and 

speed in an approachable way by offering bindings for Python and R, as well as 

for enterprise Java and Scala. 

 

 

 

Spark RDD –  

 

 

Resilient Distributed Datasets is the core idea behind Apache Spark (RDDs). 

An immutable group of things that may be dispersed throughout a computing 

cluster is represented by an RDD, a programming concept. Fast and scalable 
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parallelism may be achieved by distributing RDD operations across the cluster 

and even running them in parallel batch processes. 

 

Plain text files, SQL databases, NoSQL stores (like Cassandra and MongoDB), 

Amazon S3 buckets, and more may all be used to construct RDDs. The RDD 

concept forms the foundation of many of the Spark Core APIs, enabling not 

only the standard map and reduce functionality but also built-in support for 

dataset merging, filtering, sampling, and aggregation. 

 

 

 

 

 

 

 

Fig 15: Spark RDD 

 

By segmenting the Spark application into tasks and combining core driver 

processes that distribute the work over many running processes, Spark runs in a 

distributed manner. To meet the demands of your application, these executors 

can be scaled up or down as necessary. 
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Spark MLib –  

 

 

 

Fig 16: Flow of MLib  

 

 

Additionally, Apache Spark includes libraries for using machine learning 

methods and chart analysis on massive amounts of data. The framework for 

creating machine learning pipelines included in Spark MLlib makes it simple to 

perform feature extraction, selection, and transformation of structured data sets. 

The distributed clustering and classification techniques k-means clustering and 

random forests are also available in MLlib and may be quickly included and 

removed from bespoke pipelines. 

 

Data scientists may train models on Apache Spark with R or Python, save them 

using MLlib, and then import them into Java- or Scala-based pipelines for usage 

in production. Spark Basic machine learning techniques like classification, 

regression, clustering, and filtering are covered by MLlib, but deep neural 

network modelling and training are not supported. 
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Spark Streaming –  

 

 

Fig 17: Spark Stream Workflow 

 

Early improvements like Spark Streaming gave Apache Spark a leg up in 

settings where real-time or almost real-time processing was necessary. Batch 

processing and stream processing were distinct concepts in the Apache Hadoop 

universe. If you need batch processing, write MapReduce code; if you need real-

time streaming, use Apache Storm or any similar programme. Naturally, this 

results in many code bases that must be kept up to date with the application 

domain. 

 

Despite the fact that they are executed using entirely distinct operational 

features, different resources, and different frameworks. By dividing the stream 

into a series of consecutive micro-batches that can be controlled using the 

Apache Spark API, Spark Streaming extends the notion of batching from 

Apache Spark to streaming. 

 

 

This minimises overhead for both developers and operators by allowing code 

for batch and streaming operations to nearly entirely use the same code running 

in the same framework. Everyone benefits. One criticism of Spark's streaming 

strategy is that micro-batching cannot compete with the performance of other 

streaming-enabled frameworks like Apache Storm, Apache Flink, and Apache 

for scenarios that call for low-latency responses to incoming data. It implies that 

there is a chance. Switch to the streaming-only approach from micro-batching. 
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Structured Streaming –  

 

As Spark SQL was to the Spark core API, Structured Streaming (introduced in 

Spark 2.x) is to Spark Streaming what Spark SQL was to application 

development: a high-level API. This abstraction is easier. High-level APIs 

effectively let programmers generate limitless streaming datasets and data 

frames for Structure Streaming. Additionally, it resolves some very genuine 

issues users had with earlier frameworks. This is particularly valid when 

addressing event-time-related aggregation and delayed message delivery. SQL 

queries can be executed interactively and against live streaming data thanks to 

the Catalyst Query Optimizer, which processes all queries against structured 

streams. 

 

Spark Streaming's micro-batch method was initially used by Structured 

Streaming to handle streaming data. However, the Apache Spark team added a 

low-latency continuous processing option to Structured Streaming in Spark 2.3, 

which is really amazing because it enables replies to be handled with latency as 

low as 1 ms. Continuous processing is still regarded as experimental as of Spark 

2.4. While Continuous Streaming only supports a small number of queries, 

Structured Streaming is built on top of the Spark SQL engine. The future of 

platform-based streaming apps is structured streaming. As a result, structured 

streaming should be used while developing new streaming apps. 

 

PySpark –  

 

 

Fig 18: PySpark 

 



 

 

37 

Apache Spark has a Python interface called PySpark. It offers a PySpark shell 

for interactive data analysis in a distributed environment in addition to allowing 

you to create Spark apps using the Python API. The majority of Spark 

capabilities, including Spark SQL, DataFrame, Streaming, MLlib (machine 

learning), and Spark Core, are supported by PySpark. In the programming 

language Scala, Apache Spark was created. The Apache Spark community 

introduced a tool called PySpark to support Python in Spark. Working with 

RDDs in Python is also possible thanks to PySpark. This is possible because of 

a library called Py4j. PySpark offers a PySpark shell that initialises the Spark 

context and connects the Python API to the Spark core. 

 

Model selection: 

 

Firstly we use GridsearchCV to find the optimal hyperparameters by comparing 

the mean accuracy score for 10 fold cross validation. 

 

 

Fig. 19 
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Fig. 20 

 

Then we build the classification models for the selected algorithms 

 

 

Fig. 21 
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Fig. 22 

 

Then we would test the classification metrics for testing and cross validation 

data for different vectorisation and bag of words such as n grams. 

 

 

Fig. 23 
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Text analysis using PySpark: 

 

Creating a Spark session : 

We create a spark session to load our data and use the spark session to stream 

the data so that we can do further operations on the same. 

 

Fig 24 

Loading the data in spark data frame: 

 

 

Fig 25 

First look at the data in a spark stream: 

 

 

Fig 26 
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Performing Exploratory Data Analysis: 

 

 

Fig 27 

 

 

Fig 28 

 

Fig 29 
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Text Pre-processing: 

 

 

Fig 30 

Displaying Word Cloud: 

 

 

Fig 31 
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Tokenizing and Applying Vectorization the Text : 

 

 

Fig 32 

 

Fig 33 
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Splitting the Data: 

 

Fig 34 

 

Fig 35 

 

Deployment of the model: 

 

Streamlit 

An open-source Python framework called Streamlit is used to create web 

applications for machine learning and data science. Using Streamlit, we can 

quickly design and launch web applications. You can use Streamlit to create 

apps in the same manner that you create Python code. Working on the 

interactive cycle of coding and watching outcomes on the web app is made 

simple by Streamlit. 

 

Our WebApp is called TwFeels which is a platform where one can analyze a 

twitter handle and check the quality of tweets. The App  has two functionalities: 

 

 

1) Tweet Analyzer:  
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●  Show Recent Tweets: Shows the latest five tweets tweeted out 

by the    provided handle 

 

 

Fig. 36 

 

● Generate WordCloud: Generates a wordcloud of the words that 

occur the most in the last 100 tweets by the provided handle 

 

Fig. 37 

 

 

● Visualise the Sentiment Analysis: Plots a barplot of the last 100 

tweets by the provided handle classified into Positive, Negative 

and Neutral. 
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Fig. 38 

 

 

 

Fig. 39 Screenshot of the homepage 
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                                          Chapter 4 

 

Results and Performance 

 

 

As we went on with applying feature extraction methods on all the models and 

checked the testing and cross validation performance. We went on with 

accuracy as our main metric to distinguish and select our best model of 

vectorisation metric. 

 

Accuracy: 

 

The percentage of accurate predictions to all predictions is known as 

classification accuracy, and it is calculated as follows. 

 

 

 

 

As we saw in our analysis our dataset had almost the same number of 

observations for Positive and negative tweets, therefore accuracy will be a good 

metric to check the performance of the model. 

 

 

As we will observe in the tables following below the accuracies for all the 

models vary with different features extraction methods. 
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Feature extraction 

method 

Testing performance 

(Accuracy) 

Cross Validation 

performance 

(Accuracy) 

Unigram 0.68 0.60 

Bigram 0.70 0.60 

Trigram  0.70 0.61 

 

Table 3. Gradient descent  

 

Feature extraction 

method 

Testing performance 

(Accuracy) 

Cross Validation 

performance 

(Accuracy) 

Unigram 0.70 0.64 

Bigram 0.71   0.63 

Trigram 0.72 0.635 

 

Table 4. Logistic regression 

 

Feature extraction 

method 

Testing performance 

(Accuracy) 

Cross Validation 

performance 

(Accuracy) 

Unigram 0.68 0.62 

Bigram 0.68 0.61 

Trigram 0.67 0.59 

 

Table 5. Naive bayes 

 

Feature extraction 

method 

Testing performance 

(Accuracy) 

Cross Validation 

performance 

(Accuracy) 
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Unigram 0.71 0.64 

Bigram 0.71 0.63 

Trigram 0.71 0.61 

 

Table 6. Random Forest 

 

Feature extraction 

method 

Testing performance 

(Accuracy) 

Cross Validation 

performance 

(Accuracy) 

Unigram 0.69 0.615 

Bigram 0.70 0.61 

Trigram 0.72 0.63 

 

Table 7. SVC 

 

Feature extraction 

method 

Testing performance 

(Accuracy) 

Cross Validation 

performance 

(Accuracy) 

Unigram 0.66 0.59 

Bigram 0.65 0.57 

Trigram 0.64 0.60 

 

Table 8. Decision Tree 

 

 

 

Feature extraction 

method 

Testing performance 

(Accuracy) 

Cross Validation 

performance 

(Accuracy) 

Unigram 0.58 0.55 
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Bigram 0.52 0.51 

Trigram 0.51 0.50 

 

Table 9. KNN 

 

So, as we can see the best performing models are Logistic regression (LR) with 

Trigram feature extraction technique and Support vector machine(SVM) with 

Trigram feature extraction technique, both of them tied at 72 % accuracy 

measure. 

 

 

Graph 3. Testing performance vs Cross val performance 

 

As we can see from fig, both SVM and LR have the same variance when 

comparing testing and cross validation accuracies. Therefore, any one of the two 

can be used as the final model. So we proceeded to use Logistic Regression with 

the Spark Stream and proceed to get these results after the creation of the model. 

 

Confusion Matrix: 

 

The confusion Matrix details the model's overall performance. 
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For instance, if there is a difficulty with binary categorization. We can 

categorise it as either YES or NO. Further, The project's usage of a Logistic 

Regression classifier predicts a class for a given input Tweet. We obtain the 

following confusion matrix after testing our model: 

 

Confusion matrix for our final model: 

 

  

Fig. 40 Confusion matrix 

 

As we can see it is a fine model as we have very large True Positive and True 

Negative values as compared to False Positives and False Negatives. 

 

Some other results: 
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Fig. 41 

 

 

 

Fig. 42 

Result: 

 

Support Vector Classifier with trigram is the best performing algorithm for the 

used dataset and produce a optimal model for our webapp. 
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 Chapter 5 

 

Conclusion 

 

 
Natural Language Processing, or NLP, is a subfield of artificial intelligence that 

organises communication between speakers of a common language and 

personal computers. 

Perusing, interpreting, comprehending, and understanding human dialects in a 

significant way is a clear goal of NLP. Most NLP techniques rely on AI to 

extract value from human dialects. 

 

This report has presented a system for real-time sentiment prediction on Twitter 

streaming data for user tweets. The proposed system has been developed using 

Twitter Streaming API, Apache Spark, and regular machine learning models. It 

consists of two components, namely, developing an offline sentiment analysis 

model and an online prediction pipeline. The offline model component is used 

to obtain the best machine learning model, which will be used on the online 

sentiment prediction using the best procured model using Stream lit 

 

We have evaluated seven machine learning models, which are, Gradient 

descent, Logistic regression, Decision Trees, KNN, Random Forest, Naïve 

Bayes and SVM, using the Twitter based tweet dataset. The empirical results 

have proved that the LR model and SVM model using the trigram feature 

extraction method has achieved the best performance compared with the other 

models with 72 % prediction accuracy. However, with the hardware 

configuration the project performed, results for n > 4 were not able to be 

computed due to ram power restrictions. The online prediction pipeline 

component is used to predict the user tweets’ sentiment polarity in real-time. It 

has used the Twitter Streaming API to collect streaming tweets of a particular 

user in real-time then evaluated based on our offline model. 
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Future Work -  
 

As you may have noticed, there are still many tweets misclassified as the 

accuracy is 70 per-cent. This is because tweets are based on a language 

common to our languages. The language does not follow traditional 

grammatical rules, nor does it belong to a single writing style. It might mean 

something else, but it's full of slang that expresses completely different 

emotions, so you either trick the classifier into assigning it to a polarity that 

doesn't belong, or you often end up expressing conflicting polarities, and then 

Classify as Neutral. This is a small part of a bigger problem. This issue affects 

web app accuracy.  

 

Therefore, to solve this problem, we need to support more and more machine 

learning frameworks that support web-based scripting languages such as 

jQuery, Javascript, and PHP. However, developing more efficient 

unsupervised machine learning models based on neural networks and 

supporting web-based apps to build more such apps and make them available 

to the public for my own use. In order to do so, we need to do more research 

and development. 

We plan to use bigger datasets and look into the effects of adding more distinct 

features to the input vector in the near future. 

 

 

Applications -  

 

Fundamentally, the sentiment analysis app proves to be an asset in predicting 

the image of the brand and its products. It permits the brand to: 

 

●  Analyse the image of their brand in the opinion of the public; 

●  Predicting and informing the brand beforehand about its future 

downfall; 
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●  Discover examples and patterns; 

●  watch out for the introduction by the influencers. 

 

This permits us to conform to the situation in a like manner and give the item a 

legitimate introduction. 

 

In general, sentiment analysis can be utilised to: 

 

●  Mechanize media observing procedure and the going with ready 

framework 

●  Screen notices or audits of the brand on various stages (web journals, 

online life, survey destinations, discussions, and so forth.) 

●  Order direness of notices as per the significance scoring (i.e., which 

stage, sort of client is crucial to the brand) 

 

The entire activity comprises of two phases: 

 

●  At the underlying stage, the organisation responds to the approaching 

outcomes and adjusts. 

●  After some time, supposition investigation can change the strategy 

from responding to dealing with the observation. 
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