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CHAPTER - 1

1.1 Introduction

Globally, the Internet of Things ( IoT ) has experienced exponential development.

Despite the fact that the IoT is adopted by millions of people, attacks like man in

the middle, spoofing, and denial of service ( DOS ) make it difficult for these

networks to function. The privacy and security of the consumer is highly

compromised by these cyberattacks, which also jeopardises the entire IoT

ecosystem. Therefore, it is still quite difficult for researchers to forecast and

identify new unidentified network assaults inside an IoT network. Recently,

detecting and classifying various assaults in an IoT network has been greatly aided

by newly developed machine learning and deep learning models. However, as the

number of attacks are on a rise, these algorithms become more and more

computationally complex.

This introduction chapter provides a summary of the security risks to IoT

networks and IoT devices along with the main driving forces behind this project. It

also includes a small briefing on the topics worked and a general summary of the

chapters ahead is given along with the important results obtained.
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1.2 Problem Statement

The acceptance of small embedded devices, often referred to as the Internet of

Things, have grown exponentially during the past few years. These technologies

are gradually entering every element of contemporary life and altering how

individuals, organisations, and sectors of the economy function. The desire for

smart apps that can work independently without requiring human interference

has become one of the main motivations behind the progress in this field (for

control and data analysis). The creation of efficient applications, enhanced

communication protocols, and breakthroughs in integrated systems design have

all contributed to the acceleration of IoT growth.

The absence of built in security features comparable to those found in

conventional systems, such as servers, desktop computers, and tables, has been

among the most obvious shortcomings of IoT. This issue results from the fact the

majority of IoT devices lack the processing power needed to execute sophisticated

security procedures and encryption. The “three Ps,” which we categorise as

prototype, production, and packaging, have traditionally received much more

interest from IoT device manufacturers due to rising market competitiveness in

these fields rather than working on its security. This reality makes it extremely

challenging to develop a single security architecture that works well in all

circumstances.

It just becomes crucial to make sure that bona-fide security measures are put in

place to maintain the confidentiality of user's data and safeguard sensitive user

data from being accessed by malicious attackers. Due to the progressive nature of

the IoT environments, the conventional security trilogy —-> (confidentiality,

integrity, and authentication) is no longer feasible and must now also contain

other security features, such as access control and availability.
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1.3 Objectives

1.3.1 Model 1

1.3.2 Model 2

● We suggest using PCA to select the features to identify or to find the attacks in

an IoT network. And before applying the PCA dataset should be pre processed

by different methods like by replacing the missing values in the dataset. And

by using label encoder to replace all the string values int values. Then after

these steps all the features should be normalised by applying standard scalers.
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● After PCA, three different algorithms will be introduced and all the required

libraries will be installed. Three algorithms include -

1. LSTM (Long Short Term Memory)

2. Bagging Decision Tree

3. Random Forest classifier

Second and third algorithms are classifiers and LSTM is a regression model.

● In model 1 we utilised the weighted voting from all three algorithms and

predicted their cumulative results to classify an entry as malicious or non-

malicious. In model 2 we will apply three different algorithms namely LSTM,

Begging Decision Tree, Random Forest classifier. These predict the malicious

and non-malicious entries individually.

● In total we have tried to create two different models including both

individual and cumulative prediction of cyber threats. These both models

have their own qualities and working process.

1.4 Methodology

1.4.1 Model 1
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Figure 1.1 - Model Architecture

Stage 1: Data preprocessing
The suggested model is seen in figure (1), which accepts the unlabeled dataset

from an IoT network as an input that contains both malicious and non-malicious

IoT network traffic.

Dataset Details
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Table 1.1 : Dataset Statistics

Table 1.2 : Labelled Features
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Figure 1.2 : The Testbed Visualization for UNSW-NB15

The unlabeled input dataset is initially pre-processed to remove any duplicate or

missing data by replacing NA values and then replacing with 0 and then shuffling

the dataset. Post the data pre-processing, a standard scaler is used to normalise

the dataset , i.e, scale the value of each characteristic. The suggested "Feature

Selection" module is then provided with our pre-processed and scaled dataset to

select pertinent features for identifying network assaults.

Stage 2: Feature Selection

The suggested "Feature Selection" module is then provided with our pre-processed

and scaled dataset to select pertinent features for identifying network assaults.

Any kind of machine learning algorithm's effectiveness depends on choosing the

right features from the available dataset. Machine learning models that are either

over-fitted or under-fitted and this anomaly can be solved by choosing essential

characteristics from a dataset. To find essential features for the proposed model,

we used PCA ( Principal component analysis.

We are applying PCA ( Principal component analysis ) to selected relevant features

and in above PREPROCESSED data we can observe it contains 39 features and
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after applying the PCA algorithm it selects 25 important features.

Stage 3: Ensemble Learning & Deep Learning Model

The foundation of ensemble learning is the idea that results can be improved by

combining the outputs of different learning models. This ensembled approach can

be used in 2 ways to create numerous anticipated outputs. One being -

Independent ensemble and the other is Coordinated ensemble construction. In an

independent ensemble construction approach, a learning algorithm can be

executed independently multiple times on various training data subsets or

different learning models can be executed independently on the same dataset, to

produce multiple results which can then be combined using ensemble technique.

Whereas, in coordinated ensemble building the outcome of one learning algorithm

can be utilised as an input to another learning algorithm, thereby making all the

base learning algorithms dependent on each other.

We have used an ensemble learning approach by applying 3 algorithms :

1. Mini Batch Algorithm.

2. Fuzzy C means for clustering.

3. OPTICS clustering.

The predicted output of each clustering technique is either 0 or 1, where 0

represents non-malicious traffic (cluster-1) and 1 represents malicious traffic

(cluster-2). The predicted output from each clustering algorithm, for each data

entry, is combined using weighted voting using equation 3 to create two clusters –

one containing benign data and another containing malicious data.

A labelled dataset is produced by the suggested ensemble model. The generated

annotated dataset is then utilised to train different deep learning models. In our

research, we used a CNN network.
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1.4.2 Model 2

Stage 1: Data preprocessing

Data Preprocessing usually involves cleaning, preparing and transforming raw

data into that format which can be easily processed by the algorithms. And the

need for this data preprocessing arises because of several reasons. Raw data is

often incomplete, or contains errors which sometimes lead to inaccurate results.

Data should be in a specific format such as Numerical values, therefore these all

steps like converting the categorical data into numerical data comes under pre

processing.

Fi

gure 1.3 : Dataset Preprocessing for replacing missing values

Figure 1.4 : Normalising Features
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Stage 2: Feature Selection

Principal Component Analysis (PCA) is a technique popularly used for feature

selection because it identifies the most important and right features that the

models can work on. PCA does this by transforming the original features into a set

of new features called principal components that are made of different

combinations of original features.

Figure 1.5 : Applying PCA for feature selection

After normalising the dataset there were 40 features in the dataset and after

applying the PCA for feature selection there are 24 features that would be used by

the algorithms.

Stage 3: Deploying Model

In this model 2 we are using 3 three different algorithms to train the model by

splitting the dataset into training set and testing set and then finding the accuracy

of the model of prediction.

The models are :-

1. LSTM - long Short Term Memory

2. Bagging Decision Tree

3. Random Forest Classification
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After PCA is done for feature selection, required libraries for each algorithms are

installed and the dataset is divided into training and testing sets then each model

is build and trained on the training dataset and then testing the algorithms on

testing datasets and then check models -

● Accuracy_score

● Precision_score

● Recall

● F1_score

● Confusion matrix

Figure 1.6 : Calculating the evaluating matrices
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3.1 Model 1

This chapter contains information on the dataset and its patterns. The dataset is

provided visually in the form of graphs and tables. The proposed model is also

presented, as is the process that led to it. The architecture of the proposed

Optimised Ensemble Framework to secure IOT Network is shown in figure 10.

Figure 3.1 : Optimised ensemble framework

3.1.1 Methodology Used

● Install & Import necessary Dependencies.

● Data collection (UNSW_NB15 dataset from kaggle)

● Data Pre-processing

● Data Normalisation & then applying PCA
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● Splitting the dataset into training & testing datasets

● Training dataset with MINI BATCH KMEANS clustering

● Training dataset with Fuzzy C MEANS clustering

● Training dataset with OPTICS clustering

● Applying Weighted Voting to get label with highest weight

● Defining Deep Learning layers & Applying CNNmodel

● Performing prediction on test data & calculating accuracy

3.1.2 Tools Platforms/Technology/Languages Used

● Imported UNSW_NB15 dataset from kaggle.

● Tools & Platforms used are Anaconda Navigator for setting up the
environment for Jupyter Notebook.

● Language Used: Python

3.1.3 ProposedMethod
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3.1.4 Unsupervised Learning
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3.1.5 Model 1 Details

Figure 3.2 : Dataset Details
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In the given screen, the first row consists of dataset column names and the

remaining rows consist of dataset values. By using the above three datasets we will

be able to train all the three clustering and deep learning algorithms.

Figure 3.3 : Necessary Libraries

In the above screen we are importing require python packages and you can red

blue colour comments to know about coding.
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Figure 3.4 : Loading Dataset

Figure 3.5 - Dataset Shuffling

3.2 Model 2

3.2.1 Methodology Used

● Install & Import necessary Libraries..

● Data collection (UNSW_NB15 dataset from kaggle)

● Data Pre-processing

● Data Normalisation

● Applying PCA for feature selection

● Splitting the dataset into training & testing datasets

● Training dataset with LSTM Algorithm

● Training dataset with Bagging Decision Tree

● Training dataset Random Forest Classifier
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● Calculating Accuracy_score, Precision_score, Recall, F1_Score,
Confusion matrix.

● Implement Accuracy graph and Loss graph

3.2.2 Tools Platforms/Technology/Languages Used

● Imported UNSW_NB15 dataset from kaggle.

● Tools & Platforms used are Python Colaboratory..

● Language Used: Python

3.2.3 ProposedMethod

In this Model 2 we will first upload the dataset that we downloaded from kaggle.

F
igure 3.6 : Dataset

Then we will import all the necessary libraries that should be used to build and run

all the algorithms that we will implement in this model.
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Figure 3.7 : Libraries For Model 2

Figure 3.8 : Libraries For Model 2
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After Importing these libraries we will preprocess the data.

Steps that we will include in pre processing are -

1. Using Label Encoder we will convert all the string values to integer

values.

2. We will replace all the missing values from the dataset.

3. Shuffling of the dataset.

4. Then features will be normalised using standard scalar.

5. Then we will apply PCA to select the main and important features on

which the algorithms will work.

Figure 3.9 : Replacing missing values and shuffling dataset
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Figure 3.10 : Applying PCA for feature selection

After data preprocessing is done we will be applying the following steps :-

● Split the dataset into a training set and testing set.

● Build LSTM Regression Algorithm and train it on a training dataset.

● Test models accuracy, precision, recall, f1 score and confusion matrix on

testing dataset.

● Build Bagging Decision Tree Algorithm and train it on a training dataset.

● Test models accuracy, precision, recall, f1 score and confusion matrix on

testing dataset.

● Build Random Forest Tree Algorithm and train it on a training dataset.

● Test models accuracy, precision, recall, f1 score and confusion matrix on

testing dataset.
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3.2.4 Models Used

1. LSTM - Long Short TermMethod Algorithm

Figure 3.11 : Splitting the dataset into a training and testing dataset

Figure 3.12 : Building the LSTMModel
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Figure 3.13 : Training the model using 10 epochs

2. Bagging Decision Tree Algorithm

Figure 3.14 : Splitting the dataset and creating Algorithm

Figure 3.15 : Creating Bagging Classifier
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Figure 3.16 - Fitting the Bagging Classifier

3. Random Forest Algorithm

Figure 3.17 : Splitting the dataset and defining the model

Figure 3.18 : Fitting the model
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CHAPTER - 4

PERFORMANCE ANALYSIS

4.1 Performance of Model 1

The following results were produced :

● Count of 0’s and 1’s after Applying Mini Batch algorithm

Figure 4.1 : Result of Mini Batch Algorithm

● Count of 0’s and 1’s after Applying Fuzzy C means algorithm

Figure 4.2 : Result of Fuzzy CMeans Algorithm
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● Count of 0’s and 1’s after Applying OPTICS algorithm

Figure 4.3 : Result of OPTICS Algorithm

● LOSS v/s EPOCH graph for training Dataset

Figure 4.4 : Loss Graph for training dataset

● LOSS v/s EPOCH graph for testing Dataset

Figure 4.5 : Loss graph for testing dataset
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● Confusion matrix for training Dataset

Figure 4.6 : Confusion Matrix 1

● Confusion matrix for training Dataset

Figure 4.7 Confusion Matrix 2
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4.2 Performance of Model 2

The following results were produced :-

● RMSE_Score of LSTMModel

Figure 4.8 : RSME Score

● Accuracy_Score, Precision_Score, Recall, F1_Score,

Confusion Matrix of Bagging Decision Tree Algorithm

Figure 4.9 : Evaluation Metrics of Bagging Decision tree
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● Confusion Matrix of Bagging Decision Tree Algorithm

Figure 4.10 : Evaluation Metrics of bagging Decision Tree

● Accuracy Graph of Testing and training Sets of Bagging

Decision Tree Algorithm

Figure 4.11 : Accuracy graph of Bagging Decision Tree
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● Loss Graph of training and testing sets of Bagging Decision

Tree Algorithm

Figure 4.12 : Loss graph of Bagging Decision Tree

● Accuracy_Score, Precision_Score, Recall, F1_Score,

Confusion Matrix of Random Forest Classifier Algorithm

Figure 4.13 : Evaluation Metrics of random Forest Classifier
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● Confusion Matrix of Random Forest Algorithm

Figure 4.14 : confusion matrix of Random Forest Algorithm

● Accuracy Graph of Testing and training Sets of Random

Forest Algorithm

Figure 4.15 : Accuracy graph of Random Forest Classifier
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● Loss Graph of training and testing sets of Random Forest

Algorithm

Figure 4.16 : Loss graph of Random Forest Classifier
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CHAPTER - 5

CONCLUSION

5.1 Conclusion

Globally, the Internet of Things ( IoT ) has experienced exponential development.

Despite the fact that the IoT is adopted by millions of people, attacks like man in

the middle, spoofing, and denial of service make it difficult for these networks to

function. The privacy and security of the consumer are compromised by these

cyberattacks, which also jeopardise the entire IoT ecosystem. Therefore, it is still

difficult for researchers to forecast and identify new network assaults inside an IoT

network. The proposed framework is used to identify what attack has been done.

The dataset was picked using “Kaggle”, and data preprocessing was done. Then,

various algorithms like:

Model 1

● Mini Batch

● FUZZY C MEANS

● Optical Clustering

Model 2

● LSTM

● Bagging Decision Tree

● Random Forest Classifier

has been applied and their accuracy was compared. Later, using the first three

algorithms an ensemble model was built to achieve higher accuracy. And accuracy

and some other evaluation parameters were compared of the other three models.
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5.2 Future Scope

5.3 Application Contribution



39

CHAPTER - 6

REFERENCES
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CHAPTER - 7

APPENDICES

● Code for Dataset Pre Processing

Figure 7.1 : Import and Install Dependencies

Figure 7.2 : Normalisation and Feature selection
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● Code for Implementation of Model 1

Figure 7.3 : Clustering into Normal/Malicious using Mini Batch Algorithm

Figure 7.4 : Implementation of Fuzzy C MEANS

Figure 7.5 : Implementation of OPTICS
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Figure 7.6 : Weighted Voted

Figure 7.7 : Implementation of CNN
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● Code for Result and Analysis of Model 1

Figure 7.8 :Accuracy graph

Figure 7.9 : Loss graph
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Figure 7.10, Figure 7.11 : Confusion matrix
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● Implementation of Model 2

Figure 7.12 : LSTM Impl.

Figure 7.13 : Bagging Decision Tree Impl.

Figure 7.14 : Random Forest Classifier Impl.
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● Code for Results and analysis of Model 2

Figure 7.15 : LSTM Result

Figure 7.16 : Evaluation of Bagging Decision Tree
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Figure 7.17 : Accuracy graph for Bagging Decision Tree

Figure 7.18 : Loss graph for Bagging Decision Tree
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Figure 7.19 : Results for Random Forest Classifier

Figure 7.20 : Accuracy graph for Random Forest Classifier

Figure 7.21 : Calculate Loss graph for Random Forest Classifier
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Figure 7.22 : Print Loss graph for Random Forest Classifier
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